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PROGRAMMING IN ADA
Jason P. Carranza

VL/AAAF3
Vright-Patterson Air Force Base

ABSTRACT

During the summer of 1993, I participated in the Air Force Office of
Scientific Research (AFOSR) High School Apprenticeship Program as
an apprentice of Charles B. Hicks at Wright-Patterson Air Force Base. During
this time, my main goal vas to learn the computer language "Ada". The first
half of my summer was spent learning and reading about "Ada2". In order to
improve my programming skills, I wrote numerous programs and sections of
source code. By the second half of the summer I was able to write full
programs, packages, and associated testdrivers with little outside help. It
vas during this time that I finished my project which dealt with improving and
completing a project initially started by a former AFOSR student, Using the

many advantages of "Ada", I completed the project successfully vithin the

allotted time.



PROGRAMMING IN ADA

Jason P. Carranza
INTRODUCTTION

With a small amount of actual experience with computers, I was at first
hesitant when starting the High School Apprenticeship Program. I had only
minor experience with computer games and programming and had never experienced
the wide variety of computer systems and software development environments
available at WL/AAAF3. During the program, I gained invaluable knowledge with
a VAX-VMS computer system and a SUN workstation. With the use of these two
computers I was able to experience the advantages and disadvantages of
different Ada compilers and development environments. The Vi editor, which is
available on most UNIX workstations, was much more difficult to use due to the
utilization of two modes: the command mode, and the insert mode. Even though
the Vi editor was much harder to understand, once a person becomes familiar
with the Vi environment, it is a quick, effective, and versatile tool. The
Language Sensitive Editor (LSE) on the VAX-VMS was much easier to use and
understand because it did not have the confusing modes that the Vi editor had.
In addition, the LSE was more user-friendly. However, the LSE was not as
vergatile as the Vi editor and was more limiting in what it could do.

RISCUSSION

My first few wveeks were spent learning how to use the VAX-VMS system,
then learn "Ada" from the Ada-Tutor on the VAX-VMS system. Before coming to
this job, I already had one year of programming in Turbo Pascal from high
school. Because of this important experience, I was able to learn "Ada"
quickly. After first relearning about enumerated types, arrays, records;
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recursion, strings,...,etc., I learned about linked lists and packages.

During this relearning stage, I realized how similar "Ada" was to Turbo
Pagcal. Many of the variable declarations as well as the procedure
declarations vere basically the same, except for functions vhich were only
slightly different. Recursion declarations was one of the "Ada" structures
that I had a great deal of problems with. In the Ada Programmer’s Handhook by
Dean W. Gonzalez, it defines recursion as "the use of a particular entity to
define itself". To sum it up, recursion is when code calls itself. For
example, a procedure might call itself when incorrect input is given as an
error checking device. Instead of writing a large number of lines over, the
procedure calls itself and starts over again. The only drawback with
recursion is that it uges a great amount of memory. However, with the use of
recursion, the source code of a procedure is shorter, but is generally harder
to understand.

Functions in Turbo Pascal are slightly different than functions in "Ada".
In Turbo Pascal, input/output (I/0) statements such as, writeln("Hello"),
cannot be written in the function body. Also in Turbo Pascal, the function
name is the variable that is being returned. Ada allows I/0 statements to be
in the function body. 1In "Ada", the programmer has to define a separate
variable to be returned, instead of using the function name as the variable.

Linked lists are a very important part of "Ada". Ingtead of uming
arrays, vhich use a great amount of memory, linked lists are used. Vhen
arrays are declared, a certain amount of memory is set aside for that one
array. In a linked list, no memory is initially set azide. When memory is
needed, a linked list will use that one memory space. During the program, if
the link is no longer needed, it can easily be given back to the computer for
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other uses, In an array, the space set aside is not given back to the
computer until the program is terminated.

There are tvo types of linked lists: single linked lists, and double
linked lists. Pointers are the basis of both single linked lists and double
linked lists., Pointers are defined as a variable that holds an address of
another variable. Pointers organize the linked list into a chain of links by
keeping track of where all the addresses of the information or storage/memory
spaces are. Pointers are initially set to point to null or nothing. When
information néeds to be added, the pointer points to an address where
information can be stored. When the storage space is no longer needed, it can

be given back to the computer for other purposes.

SINGLE LINKED LIST

info info

| l
HEAD--> | | <--TAIL
| I

[
I
—next |[-->|_.next
Figure 1

In a single linked list, there are two pointers used: the head, and tail
(refer to Figure 1), The head points to the first address while tail points
to the last address in a list. What points to the addresses in the middle of
the linked list? The answer is simple. At each address is stored an internal
pointer (.next). When a new link is added, this internal pointer (.next)
points toward the nev address and continues to point to that address until
told othervise. The internal pointer (.next) in the new address points toward
the address that the old pointer used to point towards. During this whole
time, the tall points toward the last piece of information. If a new link is
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added after the tail, then the tail is moved to point towards that new last
piece of information. To sum everything up, everything between head and tail
points in one direction and is linked like a chain with head at the beginning
and tail at the end. If one link of 2 chain is added, the link before and

after the newv link has to be connected to the new link.

DOUBLE LINKED LIST

A double linked list is essentially the same as a single linked list
except that there are two internal pointers (.next, .prior) in an address
(refer to Figure 2). Instead of each link pointing towards the next link, one
pointer points toward the link or address ahead of it (.next), and the other
pointer points tovards the link or address behind it (.prior).

Afrer exploring linked lists, I spent two weeks struggling to learn
strings, mainly the disadvantages of strings in "Ada". Strings are very
limiting in "Ada". Characters and integers each have a package designed to be
used specifically for characters and integers, while strings do not have such
a package. I had to write a package designed to do exactly this called,
STRFNS. This package allowved me to compare, search, translate, and assign
strings to other strings.

After my uphill battle with strings, I worked with a text package
called, TEXT. Using variables defined as type text was much easier than using
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many different variables for one string. The type text consisted of a record
of a string and an integer. The string held the value of the input, while the
integer would store the length of the string. Instead of using many
different variables, I could use one variable that held all the information I
needed, I wrote a package for type text similar to that of strings, except
that this package went a little further. The TEXT package was programmed to
compare variables of type text, translate strings into type text, get input of
type text, and give output of type text, It took me two days to write the
text package, compared to two weeks for the string package.

Through my experience with the assorted packages I programmed, I had
the chance to finally comprehend packages. Until this summer, I had only
used packages, but had never written or really understood one. Packages are a
valuable advantage of "Ada". There are two parts to a package: the package
specification, and the package body. The package specification contains the
variable declarations for the package body and also contains all the
function and procedure names the programmer may use, It does not, howvever,
contain the source code of the functions and procedures, only the names and
comments. The package body contains the functions and procedures along with
the source code. When using a package, the user only sees the package
specification, not the package body. Another advantage of packages is that a
programmer can save a great deal of time because the programmer does not have
to continue writing the same source code over for each program. He calls the
package name in the program, and all the functions and procedures in that
package specification is at the use of the programmer.

Results
After vorking with most of the different source code structures of "Ada",
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I started my final project. The point of this project was to prove how far I
had advanced in programming with "Ada". I was given the source code of &
multi-package program which ran a menu for a VAX-VMS system. The code vas
poorly written, and wasn’t versatile enough because it could only run on one
specific VAX-VMS system. Originally, the program was about 1200 lines. After
deleting a large amount of code, adding several procedures, and adding in
error checking structures, the program was 1000 lines.
CONCLUSION

Vhen looking back over the vhole summer, I know I learned a great deal.
During this summer, I realized that I want to work with computers. The
experience I gained with computars and computaer programming in "Ada" will

help me at any college that I attend and also will help me in future jobs

dealing with computers.
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Computer Performance
in Function
Decomposition

Kevin M. Dalley

Abstract
The growth rate of run times of function decomposition with a tabular and non-tabular

setting using a fixed number of cares was studied. To start with, six random recursive
functions were chosen having an input range from 8 to 14 variables with the output of
this function being a binary string. Portions of this binary string were then "masked" in
two forms, one tabular and the other non-tabular. This masking is done by taking a fixed
number of cares from the binary string and leaving the placement of the others in a don't
care format where the polarity is not known. Then a computer program attempts to
decompose the function into sub-functions and the run time is recorded. After the results
were gathered, The non-tabular setting had better performance in low number of cares
experiments, while the tabular stayed constant no matter what number of cares were

used.



Computer Performance
in Function
Decomposition

Kevin M. Dalley

Introduction

In recent computer testing, programmers and researchers are trying to develop a type of
"pattem sensitive" program that can detect order, structure or regularity [1] in a natural
environment. The problem is to make a program robust enough in order to detect all of
the many patterns that appear. A way to show "pattern-ness” is through Decomposed
Function Cardinality (DFC). The DFC can be found for any problem containing a sense
of order or structure to it. The researchers of Pattern Theory at Wright Labs have
developed FLASH (Function Leamning and Synthesis Hotbed) along with a technical
report [2], a program planned to be a robust pattern finding algorithm that will create a
function, take the binary output from that function and sample the elements (take a given
portion of "cares” and leave the others "masked"), reconstruct the original function from

the sampled data, and find the DFC of the function.

This program was the key tool to the studies and experiments practiced here, This is a
physical example of an undecomposed Benchmark Function (#19). (The Benchmark
Functions are a standardized group of 30 different 8 variable functions used by AART
for groups of partition and other decomposition plan testing.)

2-3




x7
X5
Xl et x8
B —

X2
x7
X0

This is an example of the same Benchmark Function (#19) decomposed.
X5

X&

x7 | x77 |

X7 x7
74 xd X-’

x7 x7

x2 xP x17

24



Di ion of Prob

The primary objective of the program that my work evolved around was set to
determine the "tabular" versus "non-tabular" growth rates for a fixed number of “cares"
using randomly generated functions, then taking a sampling of those for decomposition
and finally recording the time that it took to decompose the sampled binary string. This
data gathered from the run time of these would be set into graphs and charts to see which

version would have better performance.

Methodology
The two approaches, tabular and non-tabular, are two different ways of recording the

binary string. The tabular approach is where the string listed in a long string of cares and
don't cares. The cares are represented as 1's or 0's and the don't cares are represented as
X's. The number of variables directly determines the number of elements in the binary
string in an exponential form. Therefore, if using 8 variables, then there would be 256
elements of that created binary string consequently, using 14 variables would create a
binary string of 16384 elements in length. Depending on the size of the string, the
number of sampled cares went from 64 cares to 100% cares. Therefore, the tests run on
an 8 variable function would work with 64 cares, 128 cares, and 256 cares which is
100% cares, seeing as there are 256 elements.
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Example of tabular 64 "cares" 8 variable random function.

XXOXIXXX0XX IXXOXX XXX 1X0XXX 1 XX 0XX 1 XXX 1 XXX 1 XXX 03K 1 XXX 0X
9:0:0.0).9.45.0.0.41).0.0.(1).0.0.¢.9.9.9.(1).0.0.()9.(1).6.0.0.¢0.0:0.40.9.9.0.9.0.40.(1) ¢:9.45:0.9.(1).0.0'¢
XXX XXX XXX XXX XX 1 XX 1 XXOXKOXXKK 1 XXX 13O 10X I XXX
0:9.€5.9.0.9.45.0.9.0.().0.0.6.0.¢0.0.0.9.(1).9.0.(1).0.0.0.4).0.(1)'¢:0:(1).45.0.0.(1)'©.60.6.9.90.9.9.(1).0.0.¢
XOXXIXXXIXX0XX1X

The non-tabular approach is different only by the way that it stores the binary string.
The placement of each care is recorded along with the polarity of that care, and the don't
cares are not recorded in the new file. The following example is a portion of an example

of a non-tabular 64 care § variable random function.

Example of non-tabular 64 "cares" 8 variable random function

31

40

60

i
171
250
330
431
500
560
571
580
651
700
711
770
791
831
850
900
931
960
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If the previous example was not a "portion” the data set would continue on until there

were 64 entries (cares).

The reason that these two procedures were chosen is for the fact that when you have a
14 variable function, the decomposition program will have to look through 16384
different cares and don't cares in a tabular approach regardless of the number of cares
chosen, while the non-tabular approach 6nly has to look through the number of cares
given. For example, a 14 variable fanction is running on both tabular and non-tabular
with 128 cares; the decomp plan (the pre;detennined form that FLASH tries to find the
DEC of a function) will have to scan through 16384 elements in the tabular before
decomposition, whereas the non-tabular will only have 128 elements. Because of this,
the hypothesis was that the non-tabular would perform better than the tabular. With this
in mind, all the test runs were executed from 8 to 14 variables and from 64 cares to all
cares. This data is what is the bulk of my report.

Being that a computer can not spontaneously generate a random number, a seed must be
given to the computer as a basis for the randomness. With this seed, the computer does
many redundant math processes so as to make the final output a number highly unrelated
to the original seed. When the computer creates the random function, it automatically
uses the seed of 0 in it's computations; therefore, if two functions were made the same
way, then the output should be verbatim. When the random samples are taken from the
random function's binary string, FLASH prompts the user for a seed. For a basis of
comparison, the seed was chosen to be 1 and stayed that way throughout all experiments.
Likewise, if those two same functions were sampled the same way, the new binary
strings would be verbatim.  The actual values of 0 and 1 have no significance in
themselves, but
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just the fact that they are constant throughout all experiments is enough to eliminate the
varying degree in the experiments.

Some of the data gathered from the standard FLASH run times from decomposition had
surprising results. Because of this, some excursions were chosen to see how these
differences related to the standard testing. These excursions varied with select
experiments from 12 to 14 variables and from 128 cares to 512 cares. The first excursion
that was done was a constant 0. In these tésts. instead of having a random function create
a random binary string, the binary string had a constant 0. From this, samples were taken
and then decomposed. The second and third excursions were done using the same
random binary strings, but this time, changing the decomp plan. The decomp plan is the
way that FLASH sets up the partitions and the direction that it scans the binary string for
the decomposition. The two excursions were Mostly Row and Mostly Column. In
Mostly Row, it scans mostly the rows in the decomposition, and in Mostly Column, it

scans mostly columns.

Results
Tables 1 and 2 show the run time growth in tabular and non-tabular FLASH runs using

the standard procedures with random functions. The horizontal axis of the two charts
represents the number of variable inputs, The vertical axis represents the number of
cares. The blank portions in tables 1 and 2 are the impossible experiments, where the
number of cares exceeds the elements in the binary string. Tables 5§ through 10 are
charts of the excursions done. Tables 3 and 4 are portions of table 1 and 2 used for
comparison with the excursion tables. Likewise in these charts, the horizontal axis is

number of variables, and the vertical bar is number of cares.



Run Times for tabular and non-tabular FLASH runs

# of variable Inputs
8 9 10 1 12 13 14
0.129 0312 0.59 1383 2586 6.164 11.749
#of 512 0.32 059 2226 5168 6874 1458
cares 2% 0.132 0.367 0.687 2066 3508 6.597 12.78
128 0.14 0.558 1.211 1550 3280 6.116 12877
64 02903 0.387 0.774 1476 3015 5859 12703

Table 1: Tabuior approach

# of variable Inputs
: 8 9 10 11 12 13 14
Allcares 023 0.547 1.109 24469 5.101 10,992 22.589

#of 16384 23.616
cares 8192 10.89 13.108
4096 5168 7484 8.874
2048 2488 2731 7.414 12.008
1024 : 1.148 1,527 1.645 3.898 3.797
512 0.55 0.586 1.609 2402 2133 2718

256 025 0.332 0.332 121 0836 0997 0965
128 0.133 0.426 0.813 0442 066 0715 0.753
64 0246 0,192 0.183 0.383 0214 0441 0.535

Table 2: Non-Tabuiar approach

Run Time for fabular and non-fabular FLASH funs
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Run Time data for decomposition plan excursions

Tabular

# of variables
12 13 14
#of 512 6.874
cares 256 3.508 6.597 1278
128 6.116
Table 3:.Tabulor Random
# of variables
12 13 14
# of §12 5.659
cares 256 2734 5706 11.91
128 8.665
Table S:Tabular Constant
# of variables
12 13 14
#of §12 5374
cares 256 2527 5347 17.448
128 8.367
Table 7:Tabular Most Row
# of variables
12 13 14
#of 512 7.973
cares 86 2.898 45,606 179.247
128 45.536
Table ?:Tabuiar
Most Column

Non-Tabular
# of variables
12 13 14
#of 512 2,133
cares 256 0.836 0.997 0.965
128 0.715

Table 4:Non-Tabular Random

# of variables
12 13 14
#of 512 1.051
cares 25 057 0.613 0821
128 0.371
Table é6:Non-Tabular Constant
# of variables
12 13 14
#of 512 0.684
cares 256 0325 0.334 0.871
128 0.184
Tabie 8:Non-Tabular Most Row
# of variables
12 13 14
#of 512 1.582
cares 256 0.536 0.664 1.19¢
128 0485
Table 10 Non-Tabiucar
Most Column

Run Time data for decomposition plan excursions

Number of cares

seconds



The results for the tabular run times in standard testing showed that the testing is not
very sensitive to the given number of cares in each experiment, but there is an
exponential growth in incrementation from variable to variable. The non-tabular
standard test runs, however, show great éensitivity to the number of cares chosen and the
number of variables used. Only on all cares does the growth appear to be exponential.
With small amounts of cares, the growth is minimal, and with larger amounts of cares,
the growth is increased. |

In the Constant excursions, the run time was better for non-tabular vs. tabular, and all
the Constant excursions had faster run times that the standard random counter parts. The
Most Row tabular excursion correlated well with the Constant tabular excursion, but the
Most Row non-tabular excursion ran faster than the Constant non-tabular excursion.
There were some definite differences with the Most Column tabular excursion, seeing as
the 14 variable test was ten times slower than the Most Row tabular excursion, and the 13
variable 128 and 256 care experiments were about nine times slower than the Most Row
tabular excursion. However, the Most Column non-tabular excursion did not differ
highly from the other excursions. In decomposition, if the function has a good DFC,
then it will
decompose. A problem encountered, was that with random functions having a good
DFC will spend time in those sub-functions and decompose them. This adds run time to
those functions with better DFC's, but not to those of which with bad DFC's,

Conclusion
The results of the standard experiments show that the performance of the non-tabular is
greater than that of tabular in small care sampling, but gets worse than that of tabular
when the number of cares closes toward all cares. The run time for a non-tabular
approach is not very sensitive to the type of decomposition or the type of binary string.
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The tabular is not very sensitive to the type of binary string, but does not work well with
a Mostly Column decomp plan. After working with FLASH, a bug was found in the
program that caused the computer to spend tremendous amounts of time resolving a

small bit of code in the pr-zram.
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Appendix A
The decomposition plan used for standard FLASH runs is the following:

Decomp Plan:
Selection Plan:
0 = use shared variables
12 = method
2  =first part type
1 = stopping condition
1  =stopping condition parameter
Evaluation Plan:
1 =no of partition tests
1 =measure challenger by
1  =measure champ by
4 =thresholdinn
1  =champ_multiplier
1 =Rendom No generator seed (>0)

[y

= dp_for_best_part_children_is_same
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Appendix B
The decomposition plan used for Mostly Row FLASH runs is the following:

Decomp Plan:
Selection Plan:
0 =use shared variables
11 =method
0 =first part type
1 = stopping condition
1 = stopping condition parameter
Evaluation Plan;
1 =no of partition tests
1 =measure challenger by
1 =measure champ by
4 =thresholdinn

[

= champ_multiplier
1 =Random No generator seed (>0)
1 = dp_for_bm_pan_children_is__same
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Appendix C

The decomposition plan used for Mostly Column FLASH runs is the following:

Decomp Plan:

Selection Plan:

0 =use shared variables
12 =method

0 = first part type

1 = stopping condition

1 =stopping condition parameter
Evaluation Plan:

1l =no of partition tests

Il =measure challenger by
1 =measure champ by

4 =thresholdinn

1  =champ_multiplier

r—

= Random No generator seed (>0)

= dp_for_best_part_children_is_same




Appendix D

Actual partitions for each decomp plan used.

Number 8
of 9
Variables 10
11
12
13
14

Standard
10001111
000001111
1000011111
00000011111
100000111111
0000000111111
10000001111111

Mostly Column
10000000
100000000
1000000000
10000000000
100000000000
1000000000000
10000000000000
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Mostly Row
01111111
011111111
0111111111
01111111111
011111111111
0111111111111
0111111111111
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FINAL REVIEW OF SOFTWARE PACKAGES USED IN VARIOUS
COMMUNICATION APPLICATIONS

Scott McGovern
Junior
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Abstract

Contained within this report are evaluations of software packages used in the day-to-day operation
in electronic warfare and communications. Harvard Graphics, Mathcad, DADiSP, Graph Tool, Microsoft
Visual Basic and Excel were evaluated. A brief explanation of each program will be followed by the

application for which it was used.
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FINAL REVIEW OF SOFTWARE PACKAGES USED IN VARIOUS
COMMUNICATION APPLICATIONS

Scott McGovern

Introduction

Today’s engineer is almost dependent on his computer. Most of the work he does in the day
is done on his computer. He can create a waveform, plot it, and analyze it without getting up from
his chair. This can be accredited to the growing power of the computer. Everyday advancements are
being made, making life easier for computer users. To take advantage of these advancements people
have to buy the software. Most of these advanced software packages are very expensive. For a new
program, a person might be looking at a $25,000 price tag, or even more. Though this software isn’t
for the everyday user but for business, the price is still high. Another setback with the growth of
technology is the learning time. Many of these new programs are very complex. These software
packages can sit on the shelf for months due to the lack of time to learn how to use the program.
These problems are overshadowed by the amazement of the advances in the computer world.
Hopefully as computers advance even further, these problems will be fixed.
GraphTool

GraphTool is designed to plot information on different types of graphs and charts. GraphTool
has the ability to graph in two or three dimensions. It lets the user plot area charts, bar charts, Xy
plots, column charts, pie charts, scatter plots, and vector plots in two dimensions. It is able to plot
carpet plots, earth plots, scatter plots, shadow-contour plots, surface plots, and vector plots in three
dimensions. The program is easy to use and self-explanatory. The different menus guide the user
through the program with little to no difficulty. With the exception of some three dimensional plots,
GraphTool is quick to plot the information provided by the user and edits the plot as soon as the
generating equation is edited.

As a project on GraphTool, I used the Gauss Function
X'XO] 2

d! -n[ L3722

f(xy) =e L te

to create three different graphs. The purpose of this application is to measure the intensity of light, for
instance, when shone at a figure. At the tip of the figure the light is the most intense. As the light
goes around the object it becomes weaker. Figures 1, 2, and 3 show this theory. Changing the

variables in the equation changes the size and the shape of the figure as shown.
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For the first graph I made x,= 0, y,= 0, and b=1. This produced what is seen in Figurel. For the
second plot, Figure2, I edited the equation, making x,=1, y,=1, and b=1. This centered the figure at
1,1 instcad of 0, as it was before. Finally, I edited the equation once more, this time making x,= 0,
y,= 0 and b=2. As seen in Figure3, the figure expanded, becoming wider, while staying centered at 0.

Figure 1
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Mathcad,v3.0

Mathcad is a very useful program. It allows the user to work with numbers, formulas, text,
and graphs. It too is very easy to use. To the left of the writing surface is a list of the different
functions performed by Mathcad. The user only has to click the button for the function he or she
wants and Mathcad will carry out that function. Everything on the screen appears as it would if
written by hand. Text can be added as a reference without affecting the processing of the formulas.
Mathcad allows the user to graph the results of an equation or series of equations. Mathcad
automatically generates the scale that applies to the plot.

Mathcad allows the user to import information from other sources. I imported information
from a SunSparc program put on disk and converted to what Mathcad could read. I was doing this
because the information was originally graphed on the Sun but when it was printed out, the Sun
included the window containing the graph. To get rid of the window we tried importing the
information to Mathcad and then graphing it. After getting the information plotted on a graph, we
printed it, finding that the graph wasn’t big enough. It showed the information perfectly, but was too
small in size for a presentation. Even after expanding the graph to the size of the screen it still wasn’t
big enough. ‘

I also used Mathcad to write a program that generates shift register PN codes. By specifying
the tap settings in the top row of matrix A in the program, maximum length codes are generated.
These codes are the longest possible random codes that can be generated with those taps. Picking the
tap settings that will give you the maximum length code takes a while because of the many
possibilities. In the program I used I followed a list of polynomials. The program shown is from the
polynomial, x’+x>+1, where the fifth and second blocks are tapped. Also in this program, I have
graphed the result of the evaluation of the periodic auto corrolation as it would be seen in the
frequency domain on a spectrum analyzer. I also used the polynomials, xX’+x*+x>+x%*+1 and
x>+x*+x%x+1. The graphs for these were similar to the first polynomial, but the code they generated
was different.

Harvard Graphics,v3.0

Harvard Graphics is a chart making program. It isn’t as powerful as GraphTool, but it is used
more for graphs used in presentations or reports. Harvard Graphics lets the user choose to create pie
charts, xy charts, and organizational charts. It took no time to learn how to use this program.
Creating charts with this program took little time. Harvard Graphics lets the user change the

information on a chart very easily, making it very user friendly.
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This program generates shift register PN codes. Maximum size codes result from setting the correct
taps in the first row of matrix A.

Nr:=5 the numberofstages in the shift register

1
1
vi=ll initial starting conditionfor the shift register
1
1

0]
0
m:=lo| output control  vectorfor shift register
10
-1—
[0 1 0 0 1]
10000
A=l01000 shift register matrix for the MLcode
00100 This is a (5,2) MLcode
[0 0 01 O]
Co = v m initial output ofshift register
ji=1..N-2 i:=0..Nr-1

Vi i mod[[A'v<j— 1> ]i,Z]




ompute the periodic auto - correlationfunction

he column to the right is the PN code generated by this program. The reason that the code only
Intains 1’s and O’s is because it is a digital code. Below is what the firs: ten numbers in the

quence look like in the waveform.

k:=0..N-2 ji=0..N-2

¢ = it[cj=0,—1,cj]

VG,k = Cmod[[j+k],N-1]
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Harvard Graphics not only creates charts but also allows the user just to draw. I laid out the
floor plan of a lab that my mentor will soon be moving into by just choosing "Draw" from the main
menu. The grid on Harvard Graphics made it easy to scale the size of the room. Moving the figures
which represented the different desks, lab tables, bookcases, etc., was tough with the grid and the
"click to" on. The "click to" make the boxes go to the closest place on the grid. After turning the
grid and "click to" off, it was easier to put the figures exactly were I wanted them instead of just
having them close to that spot. Harvard Graphics allowed me to label each piece with the text box.
After writing the name of the piece of furniture, I placed the label on it and used the group function
from the choice bar to the left of the screen. By doing this, I connected the name to the piece of
furniture so that when I moved the furniture, the name would go with it. I also used Harvard Graphics
to make a model of a communication system. As with the floorplan, I used the "Draw" mode.
DADIiSP,v2.01

DADISP is a program that generates waveforms. DADISP stands for Data Analysis and
Digital Signal Processing. It is set up like a spreadsheet, but instead of boxes, it allows the user to put
information in windows. The user can refer to these windows when entering information just as in
spreadsheets. Each window is assigned its own number. In referring to the windows the user can use
"w2", this tells the program that you want the information in window 2 to be a factor in the window
you are currently working in.

I used DADISP for an AM modulation and an FM modulation. I began the AM modulation
by creating a signal by adding two sine waves together, shown in W1. Alone, this signal could be
disrupted by noise, other signals, etc. To make sure this doesn’t happen the signal is modulated or
moved down the spectrum where disruption is less likely. To do this the original signal must be
multiplied by a pure sine wave, called the carrier (W2). The result of this is seen in W3, as we would
see it in the time domain. It can also be seen in W5, the spectrum of the new signal. In W4 there is
only one band or spike because it is the spectrum of the pure sine wave. Now that the original signal
has been added to the carrier the four other spikes appear, called sidebands. Notice that there are two
on each side. This is because when the signal was modulated it was placed on both sides of the
carrier. The reason there are two sidebands on each side is because the original signal was made up of
two sine waves. If the carrier was to be stripped off, the result would be the spectrum of the original
signal.

In the FM modulation I started with a sine wave. Like AM modulation, you are trying to

move this signal, but instead of changing the amplitude , you are changing the frequency. The sine
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wave in W2 was used to change the frequency of another higher frequency or sinusoidal function to
give what is seen in W3. It can be seen that the frequency has been changed greatly. In W3 it can
also be seen that the signal fluctuates, going from a lower frequency to a high frequency. W4 showns
how the spectrum of the new signal and the original sine wave are totally unrelated.

Microsoft Visual Basic

Visual Basic is designed to run in front of other programs and give them commands. It is
based on writing code in the Basic language. This is one of those programs that had been waiting for
someone to use so they set me on it. I was to learn all I could about the program and tell everyone
how the program worked. I slowly made progress by looking through the user’s guide, then the
language guide, and finally the online help menus. I created some of the little projects from the user’s
guide, such as a setup that during run time would reply "You clicked me," in a text box after hitting
the command button that was labeled "Click Me!". As a way to get more familiar with the program, I
made an investment calculator. [ set up four text boxes for the initial amount, percent interest,
duration in years, and total amount respectively. During run time, the user would enter the numbers of
his choice, click the command button labeled "Calculate Total Interest," and the total would appear in
the last box labeled "Total Interest." Another way to become familiar with the program was to create a
blackjack game. I helped some, but my lack of knowledge of the Basic language made it hard for me
to write some of the programs. After becoming familiar with the program I wrote a couple of little
hints to make using the program easier for people just beginning to use the program. In the write-up
it should be noted that I used the programmer’s guide for the definitions of the things I was not
familiar working with. These are mostly the last couple of definitions under the "ToolBox" heading.

Microsoft Excel,v3.0

Microsoft Excel is a very useful spreadsheet. It is easy to use with extensive online help. The
only difficulty I had with this program was picking the correct paste function for my calculations. I
used Excel to set up a spreadsheet to solve for signal-to-noise ratio for a radar system given the range,
power, antenna gain, radar cross section, temperature, frequency bandwidth, and noise

factor. Using the following equation,

Signal _ PtGAeg
Noise (4mR?)KT,BFn

I substituted in those values mentioned above. Each of the variables in this equation is defined on the

next page. The Antenna Aperature (Ae) was calculated within the program, as was the wavelength.
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Visual Basic

Saving and Recalling Projects

When you start Visual Basic, it automatically opens a new project. To open a
previously saved project, the user must choose the "Open Project" command from the File
menu. Then the user must select the "Project Window" command from the Window
menu. The user must then highlight the name of the project in that window and then click
the "View Form" command button.

After finishing work on a project, the user must go to the File menu and select
either the "Save Project” or the "Save Project As..." command. Both of these will save
the project as shown, but the "Save Project As.." command enables the user to change the
name of the project being saved.

Visual Basic does not save individual files to be recalled. These files must be
saved as a project. The "Save File" command in the File menu only saves the current form
in the project. This form cannot be called up by itself. It must be opened as part of a

project.

Tool Box
The Tool Box provides fifteen applications to the user. The Tool Box allows the

user to create the different applications on the form. Through the use of basic
programming, any of these applications can interact with another. The following is a brief
explanation of each of the applications:

1. Picture Box - contains a graphical image (bitmap or icon) through the
use of simple code. The code isn't directly placed in the box itself,
usually contained in the command button. Text can also be printed
out onto the picture box through the same method.

2. Label - control box in which a caption is placed to show the purpose or
procedure of another box. Has no code written in it, but code
refesto the name of the label to recognize the box it labels.

3. Text Box - enables user to write or print out text to a box. As with the
picture box, code isn't written in but instead the box is refered to in
the code of a command button.

4. Frame - used to group option buttons or other controls. Carries out no
special function.

5. Command Button - control that carries out a command or action. In
run mode this button is usually clicked to start procedure. Most of
the written code in the program is written in this control box.

6. Check Box - control used to represent an option(on/off, true/false) that
the user can set or clear by clicking during the run mode. An "X"
appears when the box is selected.

7. Option Button - Control similar to a Check Box, but it is used as part of

a group. Only one button can be selected at a time during the run
mode.

8. List Box - provides a list of choices to the user during the run mode.
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9. Combo Box - similar to the list box, but the user can enter or select
items from the list provided during the run mode.

10. Horizontal scroll bar - control that appears as a scroll along a horizontal axis.
It is not attached to a window, but can be used as an alternative way of
getting input and displaying output during the run mode.

11. Veritcal scroll bar - same characteristicsas the horizontal scroll bar but is
instead on the vertical axis.

12. Timer - control that responds to the passage of time: specifically, a period
which the programer specifies. A form may have multiple timers, each set
at a different interval. Only control not seen during the run mode.

13. Drive list box - control that displays a list of all valid drives in the user's system.
A drive list box finds and switches between valid disk drives at run time.

14. Directory list box - control that displays a hierarchical list of dirctories.

Enables the user to select directories and paths at run time.

15. File list box - control that displays a list of filenames selected according to their
tributes. Finds and specifies files to be opened, saved, or otherwise
manipulated at run time.

Division with Visual Basic

Visual Basic uses two forms of division, real and integer. When writing code for
these operations the user must know the difference between the two. The symbol for real
division is /, whereas the symbol for integer division is \.

*Note - Program automatically converts values to real or integer, which ever the

user chooses.
Ex.
X is an integer x =3
y is an integer y =11 11/3=4
z is an integer z=ykx =11/3 but
1\3=3
The Immediate Window

The Immediate Window appears in the break mode during run time. When the
break mode is selected from the Run menu the immediate window appears on the screen.
It is most useful when trying to debug your program. Typing "Debug.Print [item in
program] ;" will print out the error in the immediate window so you can fix it. This
process works best when your variable is known to change, like putting the statement in a
loop that repeatedly alters the statement.

Another way to debug the program is to tpye a?"at the beginning of the line and
then put in the variable.

7x ? card(1)
82 or asin the blackjack program 3

7y ? suit(1)
23 1

If, for instance, you wanted to know what the value for the second card was, all you
would have to do is scroll up the list and change the 1 to a 2, instead of retyping the line.
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Properties
Below the list of menus on the Visual Basic screen is the properties bar. The first box

that appears on the bar contains a list of different properties that can be used . Clicking the
down arrow button next to the box, allows the user to view the different choices for the
application. It should be noted that not all of the applications have the same properties
available to them. Listed below are brief explanations of some of the most commonly used
properties:

1. Caption - The caption property is used with forms, click boxes, command buttons,
frames, labels, menus, and option buttons. Use this property to label a form or
control descriptively.

2. CtIName - This property is used with all applications. By default, the CtIName is
‘automatically set. For instance, when you create a frame, the CtIName will be
"Framel." The user must change this name into one that will describe the
function of the application because this will be the name referee to in the
written code.

* 3. Alignment - Used with labels. Aligns text within the label.
Left Justify = O (default)
Right Justify = 1
Center = 2
* 4. Autosize - Used with labels and picture boxes. Automatically resizes control to
fit it contents.
True = 1 Automatically resizes
False = 2 (default) Keeps size constant
* 5. Autoredraw - Used with forms and picture boxes.
True = (-1) Enables automatic repainting of a form on a picture box.
Graphics and print output are written to the screen and
images are stored in the memory.
False = (0 ) (default) Disables automatic repainting and writes only to
the screen.
6. Back Color / Fore Color - Used with forms, check boxes, combo boxes,
command buttons(Back Color only), directory list boxes, drive list
boxes, file list boxes, frames, labels, list boxes, option buttons, picture boxes,
and text boxes.Back Color sets or returns the background color of an object.
Fore Color sets or returns the foreground color used to display text and
graphics in an object.

There are two ways to get the color you want in the object you want it
in. The first and easiest is to click the desired property and then just go down
to the color pallet and click the color of your choice. The other way is to
type the hexadecimal code for that color in the box to the right of the property
box.

*Note - For all of those marked above, there are subgroupings within each property.
To be able to choose from those groupings you can go to the box to the right
of the property box and click the down arrow key. This will show all of the
choices for each property.



Problem: Determine the signal-to-noise ratio out of the IF filter for targets having cross sections of
25m® and 50m’ at ranges of 50, 100, and 200 km. Use single hit detection.

Variables Defined
Pt = Power Transmitted
G = Antenna Gain
Ae = Antenna Aperature
o = Radar Cross Section
K = Botzman’s constant (1.38E-23)
T, = Temperature (Kelvin)
B = Frequency bandwidth
Fn = Noise Factor
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Solutions
Signal-to-Nolse Computation Signai-to-Noise Computation
Radar Cross Section 25 Radar Cross Section 50
Range (m) 5.00E+04 1.00E+05 2.00E+05 Range (m) 5.00E+04 1.00E+05 2.00E+05
Power (w) 50000.00 50000.00 50000.00 Power () 50000.00 50000.00 50000.00
(@By 46,99 46.99 46.99 (dB) 46.99 46.99 46.99
Antenna Gain 1000.00 1000.00 1000.00 Antenna Gain 1000.00 1000.00 1000.00
@  30.00 3000  30.00 @)  30.00 30.00 30.00
Frequency (GH2) 2000.00 2000.00 2000.00 Frequency (GHz) 2000.00 2000.00 2000.00
Wavelength (m) 0.15 0.1%5 0.15 Wavelength (m) 0.15 0.15 0.15
htenna Aperature (sqm) 1.79 179 1.79 Antenna Aperature (sqm) 1.79 1.79 1.79
pdar Cross Section (sqm) 25.00 25.00 25.00 Radar Cross Section (sqm) 50.00 50.00 50.00
mperature (Centigrade) 17.00 17.00 17.00 Temperature (Centigrade) 17.00 17.00 17.00
(keivin)  290.00  290.00  290.00 (Kemin)  290.00  290.00  290.00
quency Bandwidth (MHz) 2.00 2.00 2.00 Frequency Bandwidih (MHz) 2.00 2.00 2.00
Noise Factor 1.21 1.21 1.21 Nolse Factor 1.2 1.21
e for Signat-to-Noise (dB) 2.7 11.66 -0.38 Solve for Signat-to-Nolse (dB) 14.67 2.63




To convert the final answer into decibels (dB) I took the log of the result of the equation and then

multiplied by 10. After getting the spreadsheet set up, I solved an actual problem.

Conclusion

Each of the programs that I evaluated can perform multiple functions, making them very
useful in the office. Not all applications are as limited as the ones that I used. I worked with the
basics mostly. I really didn’t get too in depth with any one program, though some projects were more
in depth than others. Working with programs wasn’t all I did during my tour. Sure, most of the time
I was on a computer, but there were times I wasn’t. During my tour, I also briefly used a digital
spectrum analyzer and oscilloscope to observe different types of signals. I did little things like this
throughout my tour, while doing most of my work on the computer. I would do little things to help
out, such as install different programs. While here I installed the DOS6 upgrade and WordPerfect for
Windows which most of this report is done on. This report goes over my work with the different
programs, but there is no way to sum up all the things I’ve learned during my tour. I came into this
program with the feeling that I wanted to be an engineer, and after experiencing it firsthand, I know I
want to become an engineer. I’m not totally positive, but I think I will try and major in electrical

engineering. As for the communications end, I'll make that decision in the future after seeing more of

my options.
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ABSTRACT

This report will explain the knowledge obtained, while working at Wright Patterson Air
Force Base. It will cover computer operation, hypermedia ,and various computer applications In
addition, this report will discuss my experience with Internet. Examples of the work done in the

past eight weeks will be shown.
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A CHANCE OF A LIFETIME
Jennifer Starr

INTRODUCTION

"Opportunity is often difficult to recognize; we usually expect it to beckon us with beepers
and billboards." This is a quote by William Arthur Ward which I can relate to. 1 was given the
opportunity to learn, in eight weeks, about computer engineering. This was a great opportunity,
because | was exposed to an area of interest to me, During the summer, I learned about
computer hardware and software. In addition, I learned how to program in Ada. Overall, this job
enabled me to gain a better understanding of computers and programming. It gave me an chance
to learn about computers though hands on experience.
DISCUSSION

Before coming to Wright Patterson Air Force Base, I knew nothing about programming and
very little about computers. Over the course of time, I learned a great deal.

Programming is defined as the logical decomposition of a problem into a set of procedures for
execution on some computer structure in order to generate a solution to the initial problem. The
computer is given logical instructions in the correct order using a programming language. It took
me a while to understand and practice this.

Ada is a high-level programming language. In other words, it is a notation that is intended to
be natural and convenient for writing and reading computer programs. Ada is a blend of
mathematical notation with English words and phrases that are used with precise meanings. In
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this respect it is similar to other high-level languages such as Fortran and Pascal. However, it is
different from low-level machine languages and asserﬁbly languages, which require programs to
be written in terms of the instruction sets and registers. Ada has three units: packages,
procedures, and tasks. An Ada package contains a specification and a body. Generally, the
specification identifies what procedures and functions are in the package. The body contains the
actual code for the procedures and functions identified in the specification. My knowledge about
programming has expanded more than ever. It shocked and pleased me the first time a program
was written by myself without the help of my mentor. It made me feel good to know that [ was
beginning to comprehend programming,.

Unlike programming, the computer was easier to understand. Several terms were discussed in
the process of learning about the computer. The difference between single and multi-user
systems was learned. A single-user system, allows one user to access the computer at the same
time. On the other hand, a multi-user system is such that multiple users can access the
computer simultaneously. The operating system is another term that was learned. The operating
system is a set of functions that translate user requests to operations that can be performed by the
computer. For example, the PC operating system is DOS and the VAX operating system is
VMS. The appendix following the report has some sample programs that I wrote after learning
how to program.

Another part of training was dedicated to learning to use word processing software. The
word processor used was Ami Pro. In fact, Ami Pro was used to create this report. Ami Pro has
a spelling checker which allows the author to correct misspelled words. In addition, it also has a
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grammar checker which assists in identifying grammatical errors and supply suggestions on
corrections. It also has a diverse variety of styles in which the text can be written. Ami Pro also
has graphical capabilities which allows the user to create pie, line, and bar graphs. Figures 2 & 3
contain examples of pie and bar graphs.

During the summer, I was also exposed to a technology known as hypermedia. Hypermedia is

(
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a way of combining textual, audio, video, and graphical information for presentation. A popcorn
popper manual was used as an example of hypermedia.
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The creation of a hypermedia popcorn popper manual was done in several steps. The first step
was to enter the text and graphics into the computer, using a text editor and scanner. The manual
was then "marked up" according to a predefined mark up language. For example, the manual was
separated by the main headings and subheadings by using ".c1." and ".c2." respectively.
Afterwards, a document description file which contains summary about the documents that make
up the library, was created. It is mandatory that a document exists for each description. If a
document is removed the document description must also be removed. Next, the document
loader was executed. The document loader is the application that loads documents into the
"document project." The "Document Project” is a database that stores documents, figures, tables,
movies, and audio. The next step was to import the document description and the document.
This enables them to be located anywhere on the hard disk. After that, the document project was
put into the index. Lastly, the reference system was updated by adding the document to the
library menu.

Finally, this summer I learned about a computer network called Internet. Internet is the world's
largest computer network. On this network numerous computers can connect and communicate
with each other. All the networks, using the IP protocol, cooperate to form a seamless network
for their collective users, this includes federal, regional, campus, and some foreign networks. All
these networks put together are only part of what makes up the Internet because now other
non-IP networks are connected. There is no single authority figure for the Internet as a whole.
Everyone pays for their part of the Internet. It was interesting how a message can be sent around
the world on this network and then receive a rej:iv from anyone that is connected to the network.
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Several years after the Internet was implemented, a tool called Archie was developed to help
users search for information. Archie is a system which allows searching of file indexes to locate
publicly available information. The appendix contains an example of the use of Archie.
CONCLUSION

A great deal of new knowledge was obtained while working at Wright Patterson. [ still plan to
learn how to program graphics in the future. [ enjoyed spending my summer at Wright
Laboratory. It was an experience I'll never forget. The most important thing I learned while
working here is that when opportunities like this come knocking at the door, let them in and

appreciate them because if you don't they'll pass you by.
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Appendix

JS>r average

enter the number for a---> 30.0
another number for a --->45.0
another number for a --->43.0
another number for a --->-::3.0
The average is --> 41.0C%

JS>r square

enter a_number -->
34.0

1156.000
1.15600E+03

JS>r square

enter a_number -->
6.0

36.000
3.60000E+01

JS>r velocity

enter a number for d-->200.0
enter a number for {-->4.0
velocity is ---> 50.000
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- prog ada

st cac.washington.edu
st updated 06:57 6 Jul 1993

Location: /local/emacs-18.57/lisp

FILE -rw-rw-r-- 19512 bytes 00:

st cac.washington.edu
st updated 06:57 6 Jul 1993

Location: /local/emacs-18.57/1lisp

FILE -rw-rw-r-- 16382 bytes 01:

st cac.washington.edu
st updated 06:57 6 Jul 1993

Location: /local/emacs.pmax4.0/lisp

FILE ~rw-r--r-- 19512 bytes 00:

t cac.washington.edu
t updated 06:57 6 Jul 1993

Location: /local/emacs.pmax4.0/lisp

FILE -rw-r--r-- 16382 bytes 00:

t cac.washington.edu
t updated 06:57 6 Jul 1993

Location: /local/emacs.sun386/lisp

FILE -rw-rw-r-- 19512 bytes 00:

t cac.washington.edu
t updated 06:57 6 Jul 1993

Location: /local/epoch-next/lisp

FILE ~rw-r--r--~ 19512 bytes 00:

t cac.washington.edu
t updated 06:57 6 Jul 1993

Location: /local/epoch-pmax/lisp

(140.142.100.

(140.142.100.

(140.142.100.

(140.142.100.

(140.142.100.

(140.142.100.

(140.142.100.

FILE -rw-r--r-- 19512 bytes 00:

1)

00

1)

00

1)

00

1)

00

1)

00

1)

00

1)

00

11

16

16

Apr

Jan

Apr

Apr

Apr

Oct

Oct

1988

1991

1988

1988

1988

1990

1990

ada.

ada.

ada.

ada.

ada.

ada.

ada.

el

elc

el

elc

el

el

el
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CoMPARISON OF THE FIGURES OF MERIT FOR THE BASELINE NON-EXHAUSTIVE SEARCH METHODS
VERSUS THE NUMBER OF PARTITIONS

A STUDY IN PATTERN THEORY

Johnny R. West, Jr.
Student
Belmont High School
Dayton, Oh,

ABSTRACT

The recent advancements in machine learning theory, computational complexdty, and
logic minimization has lead to a new study In the world of computer sclence referred to as Pattern
Theory. This is the study of how computers recognize patterns and, more importantly, the study
of "pattern-ness.” Through vears of extensive research and experimentation, a robust Occam
based pattern recognition and learning has been developed. However, this program Is not as fast
as it needs to be, nor Is It as convenient as it needs to be for application to "real world" problems.

Currently, these problems are baing researched.
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PATTERN THEORY MEMO- August 5, 1993

Johnny R. West, Jr.
High School Apprenticeship Program of Research and Development Lab and the Air Force Office

of Scientific Research for WL/AART-2

COMPARISON OF THE FIGURES OF MERIT FOR THE BASELINE
NON-EXHAUSTIVE SEARCH METHODS VERSUS
THE NUMBER OF PARTITIONS

.10 BACKGROUND

The Pattern Theory Paradigm is the result of a recent convergence of ideas from logic
minimization, computational complexity, and machine learning theoryl, It is a promising, new approach
to robust pattern finding. One of the koys‘to this robustness is the ability to decompose, or break up, a
function into smaller parts for use. The basic test for doing this is called Ashenhurst-Curtis
Decomposition. In the late 1950's, R. L. Ashenhurst published the basic test for determining whether or
not a binary function decomposes. In particular, the test tells us whether or not F and @ exists so that a
binary function f can be represented by a composition of F and ®. In other words, is there a truth to the
representation:

f(x,x2x3,%4) = F(®(x1,%2).x3,%4)
This test became the basis for considerable new work in logic minimization. We refer to the partition of
S8 inputs (or variables) into inputs for @ and inputs for F as simply a "partition” or a "variable partition.”

The result of doing a partition test on any one paxtition never changes. However, the question of
bow to arrive at "good" partitions, or a partition search strategy, is not as easy to find By "good” we
mean partitions that dacompose to optimal. The partition space, or simply the number of partitions, is
equivalent to x¥ partitions, where x is the number ofgroup'é in which each inpat may be placed, and y is
the number of variables, or inputs. The variable x is dependent on whether or not "shared” variables are
being used. The set of groups (P, F} is called a "disjoint" set because the input must be in either group
@ or in group F. This gives x a value of 2. However, the set of groups (@, F, @ and F} represents
"shared” variables, since any input can be in both ® and in group F. This would give x a value of 3. So,
for & function with eight inputs the partition space is 28, 256, or there are 256 disjoint partitions to search
through. The methods used to find a good partition were exhaustive, meaning they performed the
decomposition test on every partition throughout the hierarchy. This test is impractical because of the
large amounts of time and memory needed to ran the test thoroughly.

In order to compensate for these problems, new search strategies have been devised. These
strategies, or decomposition plans, selectively perform dedomposition tests. They are performed to find

! Timothy D. Ross, Michael J. Noviskey, Timothy N, Taylor, and David A. Gadd. Pattern Theory: An
Engineering Paradigm for Algorithm Design. Final Technical Report WL-TR-91-1060, Wright
Laboratory, USAF, WL/AART, WPAFB, OH 45433-6543, August 1991.
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the optimal partitions, the partitions that give the best decomposition, with ease. This saves time and
memory.

In order to use any strategy, a measurement of the "wellness" of a partition must be evaluated.
There are many ways of arriving at these figures of merit, but which way is the best? Which way will be
the fastest and the most ac-urate? How much speed is given up for a more accurate measure? What
truly is the most accurate n::asure?

The purposes of this study were to: (1) supply information to help determine whether the sum of
child cardinalities (SOCC) or the sum of grandchild cardinalities (SOGCC) is a better figure of merit
(FOM) for selecting partitions during the decomposition process and; (2) for each FOM, determine the
best strategy for getting the partition to be evaluated. This will help to determine the fastest and most
efficient way to find partitions with the minimum decomposed function cardinality (DFC).
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' 2.0 DEFINITIONS

The Algorithms:

The Increasing Row to Column Ratio Algorithm means that the partitions were chosen for
evaluation in sequential order, starting with one row x seven columns and ending with seven rows x one
column and choosing all partitions with i row variables before chooging any partitions with i+! row

variables.

The Decreasing Row to Column Ratio Algorithm means that the partitions were chosen for
evaluation in sequential order opposite IRC, starting with seven rows x one column and ending with one

row and seven columns,

The Random Algorithm means that the partitions were not selected sequentially. They were
selected randomly with replacement. With replacement means that after a partition was selected, it could
be selected again. In example, if you have three red balls and two blue balls in a bag and randomly take
one out, then you toss whatever ball you have aside and draw another, that would be random without
replacement. As you kept drawing, you would eventually get all the balls oot of the bag. However, in
random with replacement, you would have replaced the ball and, you could after five tries, withdraw the

same ball five times.
Cardinality:

Cardinality is the number of elements in a set. For functions (a set of ordered pairs) it is the
possible valnes raised to the power of the number of inputs. For example, for the function pictured on
the next page:




Frool 1
KA

z2 s fbd oxza---cxn]

0000

thesub-ﬁxncdon@hasacardinnlityof23.or8,whﬂesub-funcﬁothas a cardinality of 24, or 16, if and
only if the inputs to the function are all disjoint and are all represented in the drawing (i.e. swr=3).

The Sum of Child Cardinality of a function is the sum of the cardinalities of the sub-functions
of a function after first-level decomposition. In the above function, the sum would be 24,

The Sum of Grandchild Cardinality of a function is the sum of the cardinalities of the sub-
functions of sub-functions of a function (second-level decomposition). This is not pictured in the above

function.

A Figure of Merit is a way of determining the value of a partition, e.g. SOCC and SOGCC.

Decomposed Function Cardinality is the figure ~f merit acquired when a function is
decomposed.
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Decomposition:

Ashenhurst-Curtis Decomposition is a way of breaking down a function into smaller parts, The
function pictured above can be written as f(y1, y2, s, z1, 22, zr). This equation is too large in the sense
of digital circuit design. It has a cardinality of 26 or 64. In other words, it takes 64 bits of memory to
store this fanction. If it is decomposed, it becomes SF((y1, y2, y8), z1, 22 ,z)). While it is more
difficult for the human mind to comprehend, it has a small cardinality of 23 + 24 = 8 + 16 = 24. By
decomposing the function, 40 bits of memory bas been saved. This is just one example of what function
decomposition is capable of. There are many other applications.




" 3.0 PROCEDURE

3.1 Partition Selection Experiments
First, the partition selection algorithms were examined.

3.1.1 Order of Partition Selection
In these experiments, we were concemed with they order in which the partitions were evaluated.

Specifically, we were concemed with the results of examining the partitions in a particular order based on
the numbers of row and column variables in a partition.

We used FLLASH, the Function Leamning And Synthesis Hotbed (a program developed under the
Wright Lab Pattern Theory Project) to generate the data using the Increasing Row to Column Ratio (IRC)
algorithm for the SOCC and SOGCC for the set of 30 functions referred to as the Benchmark Set of
Functions. However, we used only 27 out of the first 30 Benchmark Functions in this study. The three
excluded functions did not decompose and therefore would supply no information to the stndy. These
fanctions were binary with eight inputs, so the number of partitions that we evaluated 256 partitions for
each function.

We acquired the best FOM for SOCC and SOGCC for each partition by using the data supplied
by FLASH. The FOM for pastition # is the FOM for the n+2? partition looked at. For example, the
FOM for partition five simply means that at the sixth partition looked at by the decomposition plan, the
FOM was X, keeping in mind that partition one actually occurs before any partitions are looked at. The
best FOM is acquired by looking at the figures of merit in order and determining if it is lower than the
previous best. If it is better than the "old best” it becomes the "new best.” If, however, it is not better
than the old best, the IRC data for the 5t partition looked at becomes the value of the old best. In
pseudo-code:
begin

x=0
best = 999
repeat

xXmx+1;

get basic data for partition x;

if basic_data < best

then
best := basic_data;

IRC_data_for_xt_partition_looked_at :m best;

until x = mumber_of_possible_values_for_each_input Zember_of_inputs

end.
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For example, if the original, or basic, FOM data for the first five partitions are:

PARTITION NUMBER FOM
1 256
2 48
3 124
4 28
5 236

the IRC data, or "best FOM so far" data, for each partition would be:

PARTITION NUMBER FOM
1 256
2 48
3 48
4 28
5 28

Since this process is tedions and slow (considering 256 partitions on 27 functions and two figures of
merit), we developed a simple yet efficient Microsoft QBASIC program to do this process. We then
graphed this data using Microsoft Excel and saved the charts for future use.

We then created the Decreaging Row to Column Ratio (DRC) Algorithm data. To do this, we
reversed the original FOM data and evaluated it similarly to the IRC data. Using the original FOM data:

PARTITION NUMBER FOM
1 256
2 48
3 124
4 28
5 256
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we then reversed the orig ! data to:

PARTITION NUMBER FOM
1 256
2 28
3 124
4 48
3 256

then evaluated the data as seen if the partitions were looked at in reverse order as the DRC data:

PARTITION NUMBER . FOM
1 256
2 28
3 28
4 28
S 28

giving us the necessary DRC data. We again developed a short Microsoft QBASIC program to do the
necessary data manipulation. We then plotted this data with Microsoft Excel and stored this for future
use. Keep in mind that all the above data is purely fictitious and is here only in the hopes that it will belp

the reader understand the procedures involved.
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3.1.2 Random Selection

The data for the Random (RAND) Algorithm was not as easy to generate. The objective here
was to synthesize what would happen if we went through the partitions in a purely random order, as
opposed to IRC and DRC. We could have done many random samplings and averaged it. However, we
wanted a more direct and accurate approach. This approach called for some experimental basis, as noted
in the procedure that follows. First, we generated experimental dats in the form of histograms with
FLASH. A histogram might have looked similar to:

POM Number of Occurrences

16

- N > 0o
L s -

We generated histograms such as these for each of the 27 Benchmark Functions being evaluated in both
the SOCC and SOGCC formats. Again, the sbove histogram is parely fictitious and is only here for the
benefit of the reader. To this point, the'datn worked with was purely experimental, meaning we
generated it using FLASH. The data plotted, however, is theoretical data, based on experimentally
generate histograms, as obtained using the procedure that follows.

James P, Frenzel, a professor in the Department of Electrical Engineering from the University of
Idaho, mppﬂedthefoﬂowingtheorytoobtainﬂ:edatanee&d.

Assuming » partitions are being looked at, the probability that & certain figure of merit is the best figure
of metit is equal to the n® power of the figure of merit's occurrences plus the number of occurrences of
better figures of merit divided by the total number of partitions minus the probability that any better
figure of merit is the best figure of merit. The expected best (theoretical) figure of merit would then be
the sum of each probability multiplied by its respective figure of merit. |
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Wededvedthoﬁoﬂowingfonnnlas&oﬁthisﬂ:eoryandthatable (keep in mind that the variable n
represents the number of the partition being looked at in all ¢ases):

FOM Number of Occurrences
16 6
8 1
4 1
2 s
1 3

probability( 16 is best FOM ) = (6/16)8. 0
probability( 8 is best FOM ) = (7 /16 )3~ (6/16 )@
probability( 4 is best FOM ) = ( 8 /16 )8. (7/16)2
probability( 2 is best FOM ) = (13 /16 )0 -(8/16 )2
probability ( 1is best FOM )= ( 16 /16 2. (13 /16 )8

expected best( partition n ) = probability( 16 is best FOM ) * 16 + probability( 8 is best FOM ) * 8§ +
probability( 4 is best FOM ) * 4 + probability( 2 is best FOM ) * 2 +
probability( 1 is best FOM ) * 1

An explanation:

In the 37 equation, probability is the fanction, 4 is the figure of merit read from the chart, § is the sum of
the occurrences to that point (6 + 1 + 1), 16 is the total number of occurrences (6 + 1+ 1+ 5+3),nis
the oumber of partitions being looked at (in the case of this study 1..256) and, 7 is the number of
occurrences of figures of merit better than the current figure of merit (6 + 1 ).

So, the theoretical figure of merit of the fifth partition (n= 5 ) of this function, assuming this function is

represented correctly by the above histogram, would be:

probability( 16 is best FOM ) = .0074157715 - 0 = 0074157715
probability( 8 is best FOM ) = 0160284042 - 0074157715 m 0086126292
probability( 4 is best FOM ) m 03125 - .0160284042 = 0152215958
probability( 2 is best FOM ) = .354092598 - 03125 = 322842598
probability 1 is best FOM ) = 1-.354092598 = 645907402

expected best( partition 5 ) = 1.540032359
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By writing this theory into a Microsoft QBASIC program and supplying it with the proper histograms, we
were able to generate all the RAND data points. Then we graphed the data with Microsoft Excel and
stored for future use. Please note that these RAND data points are strictly theoretical. We obtained none
of the RAND data points by using FLASH.

To make the trends in the data more comparable between functions of different DFC, we
normalized all the data by using Axtell's normalization technique, which is the following:

For each partition in each function:
normalized{ FOM ) = ( ( 256 - FOM ) / ( 256 - Lowest FOM of Function ) )

This brings everything into the same scale. Now all the numbers become a decimal representation of less
than or equal to one where negative is indicative of increase on the cardinality of a decomposition, ons is
100% decomposition, zero is 0% decomposition. The lowest FOM of the function is the lowest known
FOM (or minimum DFC) over the entire fonction. This normalization techuique allows us to make
decisions based on the graph of the data. As a rule, by the time we reach the last partition, we reach the
lowest FOM. We label these new values as percentage of optimal, optimal being the best FOM that this
particular function can have.

3.2 Figure of Merit Experiments

The next logical step was to study the figures of merit themselves. In order to determine which
partitions were the best, a good FOM had to be estahlished.. To compare them, several tests were run.

3.2.1 Percent of Optimal

In this experiment, for each function we compared the FOM values of each partition with what
we knew to be as "true", or best known optimal. This gave us a good idea of which partitions were the
best to look at.

In order for this experiment to work, a set of optimals had to be established. We compiled a list

of true optimals from all the decomposition methods we had incloding, but not limited to: Child
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Cardinality, Grandchild Cardinality, A.f'.D. (Ada Function Decomposer), and manually. Then, we
extracted the partition data from FLASH's output files. Using Axtell's normalization technique, we
scaled the data and plotted it with Microsoft Excel for comparison. This was done for the first 27
functions in the Benchmark Set. The data pointed to certain partitions being optimal more frequently
than others. In order to better study this phenomenon, another test was devised.

3.2.2 Optimality Counts

The best way to see which partitions occurred most frequently was to actually count the number
of times that each partition was optimal in all fonctions. This way, any trends could be noted and studied
fur :r. To extrapolste the optimal partitions from each function, a Microsoft QBASIC program was
developed. This program gave us 2 listing of exactly which partitions were optimal in each function. To
count the number of times they occurred throughout all the functions, another Microsot QBASIC
program was developed. What we found is that while certain blocks of partitions are never optimal over
the 27 functions, certain partitions that occur near (within three partitions of) or, in some cases, directly
after a major event in the way a partition is evaluated, tend to have a very high frequency of optimality.
This means that certain events mﬁy cause, or at least are indicative of optimal partitions. This would give
us 2 way to "predict” the optimality of a partition, or at least know where a good starting point for our
search is. However, this is only theary and we have no evidence to back it up at this time, A major
canse of this phenomenon may be our choice of functions for the Benchmark Set. These tests were run
for data generated by both the SOCC and the SOGCC algorithms. To better visualize the results, the data

was plotted using Microsoft Excel.

3.2.3 Partition Matching

The next step was to determine to correlation of the optimal partitions from child cardinality and
the optimal partitions from grandchild cardinality. Using the date files of optimal partitions from the last
experiment, 8 Microsoft QBASIC program was developed to determine the correlation between these twb
sets. Specifically, it found all of the matches to the child cardinality optimal set in the grandchild
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cardinality optimal set, and found all of the matches to the zrandchﬂdcarcﬁnalityopﬂmal-setinthe child
optimal set. An explanation of the printout:

3.2.4 Least Sets of Optimals

In an attempt to further study the optimal partition sets of a function, several attempts were
made to determine the least set, or smallest set, of optimal partitions that would represent every function.
Non Polynomial, or NP functions are classified as functions where the time it takes to find a solution
increases faster than polynomial as function(mumber of input varigbles). This problem, however, is
classified as "NP hard", which means that a fast solution to this problem is probably impossible. The
problem of set coverage is classified as NP hard. After many failed attempts to get a perfect set of
optimal partitions, & "fairly perfect”, or "near perfect”, set was compiled.

The first attempt at this problem was a basic "search and destroy” algorithm. It searched through
an array of all the optimal partitions for the 27 functions, and tried to account for the functions with the
partition that occurred most frequently by searching from the first function to the last function, skipping
over any already accounted for function. It keeps processing liks that until all of the functions have been
accounted for. Unfortunately, certain degree of randomness occurs in this algorithm. Enough so, if the
program is redesigned to start at the Iast function and end with the first function, the answer set is
different. This was not entirely unacceptable, but did not provide the absolute best set, either.

While examining the data, we discovered that the optimal partitions of a certain functions were
subsets of other functions. These subsets were the basis for the next experiment. A pseudo-cods
representation of the program is on the next page.




program bad_attempt;

begin
read in FN X Partition array;
done = false
while not done do
begin
find largest valid function;
Tepeat
search other valid functions for subsets;
if subset_found = true then eliminate subset
else goto next function;
until out_of_functions = true;
invalidate largest valid function;
mark it as a base function;
if no_valid_functions_]eft = true then
done =true;
end;
determine number of occurrences of partitions in base functions;
select optimal set;
write optimal set;
end.

As the name of the program might indicate, the experiment was unsuccessful. The program
gave us a set of four optimal partitions. This, however, was not the answer we were trying to reach. The
program selected the best set from the subsets. Whereas all the subsets were represented, not all of the
functions were represented. Keep in mind that { 2, 3 } is 8 subset of the majorset { 2, 3, 5, 8 }, butif S
occurs the most in the major sets, the subset, in this case, will not be represented.

The idea then came to try to "cross-reference” the original data and the new data. The theory
was that by first eliminating what it could by subset, then determining the best set from the remaining
unrepresented subsets, a bette: nptimal set conld be compiled. However, the resulting set was no better
than the original. The problem is to be studied further Iater.
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4.0 CONCLUSIONS

The initia! results of this study indicate that the IRC algorithm is definitely the best of the three
baseline non-exhaustive search methods, However, it is not clear which of the figures of merit (SOCC
and SOGCC) should be used to determine the fitness of a partition. At first glance, it seems that
grandchild cardinality is a safe assumption as the best. However, 70.6% of the time the partitions that are
optimal child cardinality are optimal for grandchild cardinality, This would prove to make child
cardinality dominant considering that grandchild cardinality takes a much longer time to process than it
takes to use child cardinality, This is only speculation and at this time there is no evidence to back it up.

These results may be anecdotal --biased by the figures of mexit, or functions in the Benchmark
Set. Additional experimental and theoretical work is necessary before the results presented here can be
considered conclusive.
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INTERPOLATION IN LOAD-PULL MEASUREMENT SYSTEM'Sb
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Nicholas T. Campanile
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Abstract
The primary summer focus was on the analysis of a load amplifier and the
measurement of impedance's at various tuner states. Taking actual
measurements is a time consuming and inefficient process for the professional
world. Therefore, it is necessary to consider that an amount of values is
accurate without actually measuring them but by effectively gathering data by
interpolation. EEsof's commercial package Anacat allows for such a program to

be written while storing the newly created data in recallable files.



INTERPOLATION IN LOAD-PULL MEASUREMENT SYSTEM'S

POWER DEVICE CHARACTERIZATION

Nicholas T. Campanile

INTRODUCTION:

Accurate power device characterization is critical in achieving high
yvields and design success with few design/fabrication iterations. However, in
the early history of microwave transistor power amplifiers, the amplifier had
to be disassembled so that the experimentally determined source and load
reflection coefficients could be measured. Load pull measurements alleviated
this problem by allowing for impedance measurements which did not require

amplifier disassembly. Below is a load pull system setup:

l.— (Input
! Reference) (Output
B Power
! § (Reflected Reference)
! < Power [~ e—m.-{ Power ..o .. 1
I . 2 Reference) ‘ Supplies/ i
s 18 o Meters 4
E i =2 SA| [1818 7 18-18| [24] [
[=9 H -
. B Coupler LJ Coupler | 3] Bias GHz GHz Bias |, | &
12 e e Tee —> Tuner > /1 Tuner > Tee F’ =)
o
'!' - ICM Test -
§ s Fixture
HP8350B z 2-18 GHz ]
- < F'J <
Source a TWTs w/ > :
© Switches °

BLOCK DIAGRAM OF SCALAR POWER SET-UP FOR LOAD-PULL MEASUREMENTS
(FOR POWER DEVICE LARGE-SIGNAL CHARACTERIZATION)
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Large signal device modeling and load/source pull measurements are two
approaches presently being used to meet power amplifier performance goals.
This task focused on software and system development of a passive source/load
pull measurement system which is used to perform microwave scalar power
measurements on in-house (Solid State Electronics Directorate, Wright
Laboratory) developed novel, high-power density, heterojunction bipolar

transistors (HBT's).

Dj . c blem:
Load pull measurements provide power transistor input and output
impedance match information under large signal conditions. Output power,
gain, and power-added-efficiency contours can be mapped under various
impedance match conditions. These contours are then used in designing input
and output matching circuits for power amplifiers. Measurements of the S-
parameters were taken for approximately 720 manually set impedance states.
This accomplishment still left thousands of states uncalculated. To save
time, the implementation of an interpolation program became a necessity. The

tuner to be interpolated (below) has a slider, a low frequency (left) probe,

input

:—”' — left
;/"' i ﬁ " rrobe
/ // _.-"’f measured states were

- pl ght every 10th slider pos

@ Prn be every 3rd probe pos

LOAD TUNER

output 7-4




and a high frequency (right) probe. Since measurements were to be taken

mainly at 10 gigahertz (GHz), the ideal interpolation program must interpolate

for slider and right probe positions. EEsof's Anacat, which uses a scripting

language similar to BASIC, was used to develop the programs necessary for

interpolation. Below is a chart of how Anacat, the network analyzer, and the

load pull measurement system interact to eventually give a contour plot

(right).
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] 3-D representation of output power @ various output impedance match condit

Upon my arrival at Wright Laboratory, the idea of a user defined
interpolation program had not only been discussed but also started. Dr. James
Hwang, a consultant from Lehigh University had already written two user
script programs on Anacat to interact with stored impedance states. The first
program was a single frequency extract program. Anacat stores data of one
tuner setting (i.e. slider position, left probe position, right probe
position) for a range of frequencies (usually we measured between two and
eighteen gigahertz); however, the extract program recalls the measured data of

one frequency through different tuner positions. Due to Anacat's
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setup, though, when data is displayed the tuner range is displayed under the
frequency heading. Please note this in plotted charts. This first program is
the basis for all other Anacat programs written by both Dr. Hwang and me;
furthermore, this first program was a good reference for me to look at while
trying to understand the MLF (language) file system -- I could *look and
learn* as opposed to having to read the manual. Dr. Hwang's second program
actually did interpolations for unmeasured slider positions, thus setting the
stage for numerous other interpolation possibilities.

Creating left or right probe interpolator programs was not too difficult
because many of the same principles used in the slider interpolation program
could be implemented. The recalled files and interpolation functions had to
be revised while new angle debugging situations had to be accounted for; but
for the most part, no new code needed to be added.

Quite the reverse was true while I dealt with my final program. The
final program was to be a user defined interpolation program allowing for the
simultaneous interpolation between right probe and slider positions to support
measurements between tuner positions 503309 and 993333 (sli lfp rtp). Many
questions arose in designing this program. What extra variables need to be
added? What limitations will the program have? What is the most efficient
way to set up the program? In order to cut down on processing time, I wrote a
program that would call two previously stored measurements and interpolate the
positions between these measurements (i.e. 503309 & 603312 would be recalled
to interpolate 523311). The problem with this program principle was that there
was nothing in the interpolation subroutine to decipher differences between
change in slider position and change in right probe position. The end result
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was a smooth curve going from position one to position two as opposed to the
jagged curve I was expecting. In order for the program to work correctly,
four positions had to be considered (i.e. 503309, 503312, 603309, 603312). 1In
this setup, three interpolations are done -~ two are done to interpolate the
probe position at its respective slider position and the final interpolation
combines the two slider positions. Had the previous idea worked, it still
would have been limited in that it couldn't jump between different tested
values (the slider must stay in range of ten multiples and the probe must stay
in range of three multiples). The final version had no measurement
restrictions; however, processing time practically quadrupled due to the added

code. See appendix I for a flowchart of program setup.

Results:
The final output of interpolated data from 723310 to 723311 appears like

this: Z0 = 50. 000000
/‘ T~

e

/

>

Freg( GHz): 723310. to 783314.

Note the straight lines are just connectors between the jagged interpolated
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measurements. Had my original double interpolation routine been used instead,
there would have been a smooth curve going from one box to the other-- not
representing the actual impedances.

After finishing a program it is important to verify that it works. I
verified the single interpolation program by graphing the gathered magnitude
and angle calculations for interpolated and measured states. The interpolated

data appears at one third intervals of the measured data as expected.

Magnitude vs. Angle for 700909 to 703309
At frequency 3 GHz measuring S11
with interpolated values

GR10.S2P
o5 T

Mag

e

170 180 190 200 210 220 230 240
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To verify the double interpolation program, I took actual measurements through

Anacat from an HP 8720 network analyzer to compare to the interpolated data at

Z0 = 50. 000000 Z0 = 50. 000000

Freq{ GHz): 723310. to 783314, Freq(GHz): 723310. to 783311.

the same position. The following chart illustrates the measurement /

interpolation comparison.
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conclugions:

By using Anacat and the scripting program I wrote, one can quickly and
accurately illustrate path and direction of impedance states as the slider and
right probe change positions.

To illustrate how vital a method it is to interpolate impedances rather
then measuring all of them, it is necessary to consider what had happened
before I worked with the Anacat program. For use as foundation measurements,
my mentor along with Dr. Hwang measured data from the network analyzer at 720
different positions. This task took three straight ten hour days. After my
program was finished, I was able to define it to calculate about 3000
positions in one sitting. This took an estimated four to six hours, for which

I never once had to be at the computer!
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initialize vars.

input freq,
file,start,
stop.step

&

open output
file & execute
program

k

for ss=
sstart to sstop
by sstep

program procedure

ssb is greatest
muitiple of 10
<= SS

|

ssa = ssb + 10

L 2

convert to 2
digit strings

for Il =
Istart to Istop

convert to 2
digit strings

by Istep

for rr=
rstart to
rstop by
rstep

b is greatest
multipie of 3
<= {r

convert to 2
digit strings




/sel. lile.sbs.ls.rbS] /ael. ﬁle.sbs.ls.mS] /sel. file sas.ls.rbsj / sal. file eas.ls.raS/
Y Y 2 L 4

get freq.real.imaginary

get freq,real.imaginary

get freq,real.imaginary

get freq,real,imaginary]

Y vy K 4
mag11b=distance form, mag1i1a=distance form. mag1ib=distance form, mag11a=distance form.
y y 2 v

ang11b = Arctangent

angtiia = Arctangent

ang11b = Arctangent

angila = Arctangent

delta =

(rr-rrb)/3

y

magiiri=magiib+deita*(angi1a-angiib)

ang11ri=ang1ib+delta*(angt1a-ang11b)

deita =

(rr-rrb)/3

L 2

mag1ir2=mag11ib+deita®’(angiia-ang11b)

ang11r2=ang1ib+deita*(angiia-angi1ib)

v v
keep final angie in .
180 / -180 range keep angle negative
—————{ deita = 1 - (88 - 58b)/10 |jl—
magt1 = magiir2+deita * (magiirt - mag1ir2) -

angti

ang11r2 + deita * (ang11r1 - ang11r2)

v

angie range

-180 / 180

/ store data & close file /




Appendix IT:

1TO EXTRACT SINGLE FREQUENCY DATA FROM S-PARAMETER FILES AND

'{MERGE THE SINGLE FREQUENCY DATA INTO AN MDF FILE ?.82P

{FREQUENCY DATA IN THE FILE WILL BE REPLACED BY TUNER POSITION SSLLRR

'LEFT TUNER SLUG POSITIONS MUST HAVE BEEN MEASURED

trt pribe & SLIDER POSITIONS THAT HAVE NOT BEEN MEASURED WILL BE INTERPOLATED
{HOWEVER, FINAL SLIDER POSITION MUST BE LESS THAN 100

IWHEN PROMPTED YOU MAY GIVE THE SAME INITIAL AND FINAL POSITIONS TO EXTRACT
ISINGLE POSITION DATA. IN THIS CASE GIVE ANY INCREMENTAL VALUE EXCEPT ZERO
IMARCH 5, 1993, JAMES C.M. HWANG, LEHIGH UNIVERSITY, (215) 758-5104

tJuly 1993, revised by Nick Campanile to DO THE DOUBLE INTERPOLATION

! DATA SPECEFICATIONS AND INTIALIZE VARIABLES

INTEGER SSA, SSB !nearest integers above or below 8S

integer RRA. RRB !nearest integers above or below RR

REAL DELTA !difference between SS and SSB

REAL FF !frequency in GHz

REAL SS !current tuner slider position

REAL LL !current left slug position

REAL RR !current right slug position

REAL RE11l, IM11, MAG11l, ANGll !real & imaginary value,magnitude,angle for S11
REAL RE12, IM12, MAG12, ANG12

REAL RE21, IM21, MAG21l, ANG21

REAL RE22, IM22, MAG22, ANG22

REAL RE11A, RE11B, IM11A, IM11B !s-parameters of nearest slider positions
REAL RE12A, RE12B, IM12A, IM12B !above and below for interpolation purpose
REAL RE21A, RE21B, IM21A, IM21B

REAL RE22A, RE22B, IM22A, IM22B

REAL, MAG11A, MAG11B, ANG1l1lA, ANG1l1B

REAIL, MAG12A, MAG12B, ANG12A, ANG12B

REAL, MAG21A, MAG21B, ANG21lA, ANG21B

REAL MAG22A, MAG22B, ANG22A, ANG22B

REAL, MAG11R1,MAG11R2,ANG11R1,ANG11R2 !intermediate interpolation values

DIM DS tdata base file name without SS.DAT

DIM F$ !frequency in GHz

DIM S$, SSTARTS, SSTOPS, SSTEPS

tcurrent, initial, final and incremental slider positions
DIM SAS, SRS !string representations of SSA and SSB

DIM LS, LSTARTS, LSTOPS, LSTEPS

lcurrent, initial, final and incremental left slug positions
DIM RS, RSTARTS, RSTOPS, RSTEPS

teurrent, initial, final and incremental right slug positions
DIM RAS, RB$ !string representations of RRA and RRB

DIM FI$ !'MDF file name to save the extracted data

USERIN “enter frequency __GHz", F$ linput data values
USERIN “"enter data file name __SS.DAT", D$

USERIN “enter initial slider position®, SSTARTS 1*50"<=8STARTS<="100"
USERIN "enter final slider position®, SSTOPS

USERIN "enter slider increment®, SSTEPS 'must be greater then 0

USERIN *"enter initial left slug position”, LSTARTS !"09"<=LSTARTS$<="33"
USERIN "enter final left slug position", LSTOPS

USERIN *"enter left slug increment*, LSTEPS !must be greater then 0
USERIN "enter initial right slug position®, RSTARTS !"09"<=RSTARTS<="33"
USERIN *"enter final right slug position*, RSTOPS

USERIN "enter right siug incremen-*, RSTEPS fmust be greater then 0

USERIN *"save under file name _.S82P", FIS lsave file
FI$ = FI$ & ".S2P"
IF EXIST(FIS$) THEN
IF USERYN("overwrite existing file? ") THEN
OPEN 1, "OUTPUT", FIS Istore in exterior file

CLOSE 1
7-14
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END IF
END IF

IF NOT USERYN({"0.K. to execute? *) THEN GOTO DONE ‘execute program

FOR SS = VAL(SSTARTS$) TO VAL(SSTOPS)
§$ = LJUSTS(STRS(SS), 2)

STEP VAL (SSTEPS) !open slider loop

'store SS as a string

SSB = 10*INT(SS/10) linitialize SSB as the greatest multiple of 10 <= ss

IF SSB < 50 THEN SSB = 50
SBS = LJUSTS(STRS(SSB), 2)

'store SSB as string

SSA = SSB + 10 !initialize SSA as the smallest multiple of 10 > SS

IF SSA > 99 THEN SSA = 10
SAS = LJUSTS(STRS(SSA), 2)

‘use only the first 2 digits of position

FOR LL = VAL(LSTARTS) TO VAL(LSTOPS) STEP VAL(LSTEPS) !open left probe loop

L$ = STRS{INT(LL))
IF LEN(LS) < 2 THEN L$ = "0" & LS

istore LL as a string
‘concatinate "0" before a single digit #

FOR RR = VAL(RSTARTS$) TO VAL(RSTOP$) STEP VAL(RSTEPS) !open right probe loop

R$ = STRS(INT(RR})
IP LEN(RS) < 2 THEN R$ = "0* & RS

'store RR as a string
!concatinate *0" before a single digit #

RRB=3* (INT(RR/3}) tinitialize RRB as the greatest multiple of 3 <= RR

IF RRB<9 THEN RRB=9%
RB$=STRS (RRB)
IF LEN(RBS) < 2 THEN RBS= "0" & RBS

!store RRB as a string
!concatinate "0" before a single digit #

RRA = RRB + 3 !initialize RRA as the smallest multiple of 3 > RR

RAS = STRS(RRA)
IF LEN(RAS) < 2 THEN RAS= "0" & RAS
IF RAS = "36" THEN RAS = *33"

FF = VAL(FS) * le9
IDISP D$ & SBS, LS$, RBS
!BREAK
MSEL D$ & SBS, L$, RB$
FGETS11 FF, RE11B, IMI11B
FGETS12 FF, RE12B, IMI12B
FGETS21 FF, RE21B, IM21B
FGETS22 FF, RE22B, IM22B
MAG11B = SQR{RE11B*RE11B+IM11B*IM11B)
ANG11B = 57.29577951*ATN{IM11B/RE11B)
IF RE11B < 0 THEN
IF IM11B < 0 THEN
ANG11B = ANG11B - 180

ELSE
ANG11B = ANG11B + 180

END IF
END IF
MAG12B = SQR(RE1Z2B*RE12B+IM12B*IM12B)
ANG12B = 57.29577951*ATN(IM12B/RE12B)
MAG21B = SQR(RE21B*RE21B+IM21B*IM21B)
ANG21B = 57.29577951*ATN(IM21B/RE21B)
MAG22B = SQR(RE22B*RE22B+IM22B*IM22B)
ANG22B = 57.29577951*ATN(IM22B/RE22B)

! DISP DS & SBS, LS, RAS
! BREAK
MSEL D$ & SB$, LS, RAS
FGETS11 FF, RE11lA, IMlla
FGETS12 FF, RE12A, IM12A
FGETS21 FF, RE21A, IM21A
FGETS22 FF, RE22A, IM22A
MAG1lA = SQR(RE11A*RE11A+IM11A*IM11A)
ANG11A = 57.29577951*ATN(IM11A/RE11A)

IF RE11A < 0 THEN
IF IM11A < 0 THEN
ANG11A = ANGl1lA - 180
ELSE

!store RRA as a string
'concatinate "0" before a single digit #
tkeep largest number within range limit

‘convert gigahertz to hertz

'magnitude/angle procedure for pt BB
‘recall stored measurement values

!distance formula to find magnitude
larctangent to find angle
!quadrant selector routine

'magnitude/angle procedure for pt. BA
!recall stored measurement values

tdistance formula to find magnitude
tarctangent to find angle
'quadrant selector routine
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ANG11A = ANG1ll1A + 180

END IF

END IF

MAG12A = SQR{RE12A*RE12A+IM12A*IM12A)

ANG12A = 57.29577951*ATN{(IM12A/RE12A)

MAG21A = SQR(RE21A*RE21A+IM21A*IM21A)

ANG21A = 57.29577951*ATN(IM21A/F" 21A)

MAG22A = SQR(RE22A*RE22A+IM22A*IH22A)

ANG22A = 57.29577951*ATN(IM22A/RE22A)

DELTA = (RR-RRB}/3 'first probe interpolation

MAG11R1 = MAG11B+DELTA* (MAG11A-MAG11B) 'magnitude interpoclation
IF ANG11lA < ANG11B THEN

IF ANG11A <0 AND ABS(ANG?1A-ANG11B)>180 THEN ANG11A=ANG11A+360

END IF

ANG11R1 = ANG11B+DELTA* (ANG11l1A-ANG11B) tangle interpolation

IF ANG11R1 > 180 THEN ANG11R1 = ANG11R1l - 360 !keep angle positive

MAG12 = MAG12B+DELTA* (MAG12A-MAG12B)

ANG12 = ANG12B+DELTA* (ANG12A-ANG12B)

MAG21 = MAG21B+DELTA* (MAG21A-MAG21B)

ANG21 = ANG21B+DELTA* (ANG21A-ANG21B)

MAG22 = MAG22B+DELTA* (MAG2Z2A-MAG22R)

ANG22 = ANG22B+DELTA* (ANG22A-ANG22B)

IDISP DS & SAS, LS, RBS

I BREAK

MSEL D$ & sSa$, LS, RBS 'magnitude/an~le procedure for pt AR
FGETS11 FF, RE11B, IM11B irecall store —=asurement values

FGETS12 FF, RE12B, IM12B
FGETS21 FF, RE21B, IM21B

FGETS22 FF, RE22B, IM22B
MAG11B = SQR(RE11B*RE11B+IM11B*IM11B) !distance formula to find magnitude

ANG11BR = 57.29577951*ATN(IM11B/RE11B) tarctangent to find angle
IF RE11B < 0 THEN 'gquadrant selector routine
IF IM11B < O THEN
ANG11B = ANGl1B - 180
ELSE
ANG11B
END IF
END IF
MAG12B
ANG12B
MAG21B
ANG21B

ANG11B + 180

SQR(RE12B*RE12B+IM12B*IM12B)
57.29577951*ATN(IM12B/RE12B)
SQR(RE21B*RE21B+IM21B*IM21RB)
57.29577951*ATN(IM21B/RE21B)
MAG22B SQR(RE22B*RE22B+IM22B*IM22B)
ANG22B 57.29577951*ATN(IM22B/RE22B)

! DISP D$ & SAS, LS, RAS

! BREAK
MSEL D$ & SAS, LS, RAS 'magnitude/angle procedure for pt. AA
FGETS11 FF, RE11laA, IMI11A 'recall stored measurement values
FGETS12 FF, RE12A, IM12A
FGETS21 FF, RE21A, IM21A
FGETS22 FF, RE22A, IM22A
MAG11A = SQR(RE11A*RE11A+IM11A*IM11A) !distance formula to find magnitude
ANG11A = 57.29577951*ATN(IM11A/RE11A) tarctangent to find angle
IF RE11A < 0 THEN Iquadrant selector routine

IF IM11A < 0 THEN

ANG11A = ANG1llA - 180

{1 T T (I 1]

ELSE
ANG11A = ANG11A + 180
END IF
END IF
MAG12A = SQR(RE12A*RE12A+IM12A*IM12A)
ANG12A = 57.29577951*ATN(IM12A/RE12A)
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MAG21A = SQR{RE21A*RE21A+IM21A*IM21A)
ANG21A = 57.29577951*ATN(IM21A/RE21A)
MAG22A = SQR(RE22A*RE22A+IM22A*IM22A)
ANG22A = 57.29577951*ATN(IM22A/RE22A)
DELTA = (RR-RRB)/3 !second probe interpolation
MAG11R2 = MAG11B+DELTA* (MAG11A-MAG11B) !magnitude interpolation
IF ANG1l1A < ANG11B THEN
IF ANG11A <0 AND ABS(ANG11A-ANG11B)>180 THEN ANG11A=ANG11A+360
END IF
ANG11R2 = ANG11B+DELTA* (ANG11A-~ANG11B) langle interpolation
IF ANG11R2 > 0 THEN ANG1l1R2 = ANG11lR2 - 360 lkeep angles negative
MAG12 = MAG12B+DELTA* (MAG12A-MAG12B)
ANG12 = ANG12B+DELTA* (ANG12A-ANG12B)
MAG21 = MAG21B+DELTA* (MAG21A-MAG21B)
ANG21 = ANG21B+DELTA* (ANG21A-ANG21B)
MAG22 = MAG22B+DELTA* (MAG22A-MAG22B)
ANG22 = ANG22B+DELTA* (ANG22A-ANG22B)
DELTA =1-(SS-SSB)/10 !combine interpolation
MAG1l = MAGl1R2+DELTA* (MAG11R1-MAGl1R2) linterpolate magnitude

{TF ANG1l1R2 >= ANG1l1lR1 THEN
ANG11 = ANG11R2+DELTA* (ANG11R1-ANG11R2) !interpolate angles

'ELSE
IANG11l = ANG11R2+DELTA* (ANG11R1+360-ANG11R2)
'END IF

IF ANG1ll > 180 THEN ANG1l1l = ANGl1l1 - 360 'keep angle range bet. -180 & 180
MAG12 = MAG1l2B+DELTA* (MAG12A-MAG12B)
ANG12 = ANG12B+DELTA* (ANG12A-ANG12B)
MAGZ21 = MAG21B+DELTA* (MAG21A-MAG21B)
ANG21 = ANG21B+DELTA* (ANG21A-ANG21B)
MAG22 = MAG22B+DELTA* (MAG22A-MAG22B)
ANG22 = ANG22B+DELTA* (ANG22A-ANG22B)
OPEN 1, °"APPEND", FIS lre-open file in append mode
WRITE 1, S$ & L$ & RS\ Istore data

& " " & STRS(MAG11l) & " " & STRS(ANG11)\

& " " & STRS(MAG12) & " " & STR$(ANG12)\

& " * & STR$S(MAG21) & " * & STRS(ANG21)\

& " " & STR$(MAG22) & " * & STRS(ANG22)
CLOSE 1
NEXT RR 'close right probe loop
NEXT LL iclose left probe loop
NEXT S8 !close slider loop
DONE: lend program
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Calibration of a Reactive lon Etching System

Chris Dodsworth
WL/ELR
Wright-Patterson AFB

Abstract

A calibration of the mass flow controllers in our Reactive Ion Etching system in
the cleanroom was performed. The correct flow rates for five different gases at
multiple settings was determined and graphed. In addition, the maximum flow rates
for the gases was also determined and compared to the previous values. This new data
will be helpful to researchers because it will enable them to perform reproducible
etches.

I studied circuit design for the remainder of the time. I created and attempted to
build a traffic light controller using combinatorial logic. Although the model I built
did not work, an analysis of the circuit design showed that the design was correct. 1

came to the conclusion that some of the circuit components used were bad.



CALIBRATION OF A REACTIVE ION ETCHING SYSTEM

Chris Dodsworth

I. Introduction

During the term of my 1993 summer research program, I focused my efforts on
two major projects. The first of these was the calibration of the mass flow controllers
in our Waf'r Batch Series 70 Dual Chamber Reactive Ion Etching (RIE) machine. The
mass flow controllers regulate the flow of gas into the chamber. This is a critical
measurement, as a small variation in gas concentration or pressure could lead to a
non-reproducible etch. To insure that the RIE users would obtain the correct amount
of gas flow, a series of graphs were created which correlate the percentage setting
on the machine to the actual flow rate in standard cubic centimeters per minute
(sccm). The second major focus of my summer research term was understanding
basic electronic devices, such as capacitors and transistors, and then utilizing that
knowledge to build some basic circuits. This project was not as task-specific as the
other; rather, it was designed to provide me with a basic understanding of electronics

in preparation for college.

I1. RIE Calibration

The Wafr Batch Series Dual Chamber 70 Reactive Ion Etching machine is used to
etch through various layers on a wafer and is a key tool in the fabrication of
heterojunction bipolar transistors (HBTs). The wafer is placed in an aluminum
chamber which is evacuated to .001 torr. Gases then flow into the chamber through
miniature holes evenly distributed at the top of the chamber. An RF generator
creates a plasma in the chamber by breaking up the gas molecules and exciting the
electrons in the resulting ions. These ions are pulled down toward the wafer by a DC
bias created by the potential of the plasma relative to the bottom electrode. They can
perform either a physical or a chemical etch, or some combination of the two. A
physical etch refers to the process of removing layers on the wafer by physically
bombarding them with ions; in a chemical etch, the ions react with the layer they

are etching to produce a new volatile etch product which is drawn out of the




chamber by the vacuum pump. While a chemical etch can be performed in either
the RIE or a simple dish filled with the gas's corresponding acid, a physical etch can
only be accomplished inside the RIE. The advantage to a physical etch is shown in
figure 1. While a chemical etch is usually isotropic, ctching in all directions, a
physical etch will provide a very anisotropic etch, ‘-zating very straight structures
with vertical sidewalls and little undercut. The amount of anisotropic etching one
gets from a plasma is dependent on several factors, such as the type of gas used, the
DC bias, and the gas pressure. The higher the DC bias, the more anisotropic the etch
will be. However, increasing the DC bias too much results in damage to the wafer
caused by the impact of the high energy ions. The gas pressure also contributes to
the nature of the etch. The higher the pressure, the more isotropic the etch will be.
This is due to the reduction in the mean free path of the ions that results from the
greater number of gas molecules in the chamber. The ions fail to achieve a
significant downward acceleration because of the increase in the number of
collisions per unit time. Because of this, they are more readily propelled along other
planes, thus etching the structure from all directions. It now becomes apparent why
the calibration of the mass flow controllers is so critical; an error in gas flow can
result in an altogether different etch. A mass flow controller (figure 2) works by
sensing a temperature change caused by the flow of gas. A power supply provides a
constant power input to the heater, located at the midpoint of the sensor tube. When
there is no gas flow, the heat reaching each temperature sensor is equal. When gas
flows through the tube, the upstream sensor is cooled while the downstream sensor is
heated, producing a temperature difference. This difference is directly proportional

to the gas mass flow according to the equation

AT=A*P*Cp*m (1)
AT = change in temperature (°K)
Cp = specific heat of gas at constant pressure (kJ / kg*°K)
P = heater power (kJ/sec)
m = mass flow (kg/sec)

A

constant of proportionality (Sz*kz/sz)
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figure 1. Examples of different types of etches. A physical etch produces a very
anisotropic structure, while a chemical etch will produce a more isotropic
one.
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figure 2. Schematic of a mass flow controller.
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111. Testing Methodology

The RIE allows the user to key in a percentage of the maximum flow rate for each
gas. The mass flow controller then uses a flow restictor to allow that percentage of
gas to flow. In order to ascertain if the mass flow controllers were indeed working
correctly, the flow rate was determined mathematically and then compared to what
the value should be. The RIE chamber was first pumped down to .002 torr. One gas
was turned on at a certain flow percentage, and the resulting pressure was noted.
The vaccuum was then turned off, and the gas was allowed to flow for a set amount of
time. The resulting change in pressure was recorded. Since the volume and the
temperature of the chamber is known, it is possible to calculate the gas flow rate

according to the equation

Q *t= AP*T*V*78.9 (2)
Q = flow rate of gas (sccm)
t = time (seconds)
AP = change in pressure (torr)
T = temperature (°K)
V = volume (Litres)

78.9 = constant converting torr*L/sec into SCCM

The flow percentages used were 10%, 20%, 50%, 70%, 90%, and 100%. The correct flow
for each of these settings was calculated by taking that percentage of the maximum

flow rate achieved at 100%.
IV. Results and Discussion

The data obtained through this testing process was placed in a spreadsheet and
then graphed. In general, it was found that the heavier gases strayed more from the
ideal than the lighter ones (figure 3). This was anticipated, since the equation
applies to ideal gases, and intermolecular forces of attraction are greater among the
heavier molecules. In addition, it was found that the maximum flow rates for the
gases were differc=t than what they were believed to be (figure 4). This was very

true in the cases of Helium and Oxygen. The graphs will compensate for the non-
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figure 3. Graphs of Helium gas and Freon gas flow. Helium, the more ideal gas, strays less from its
expected flow than does Freon. 8~7




Chamber 1

Gas Old Max Flow Rate New Max Flow Rate
Oxygen 100 SCCM §7.8 SCCM
Helium 290.8 SCCM 234.6 SCCM
Freon-14 84 SCCM 80.2 SCCM
Chamber 2
Gas Old Max Flow Rate New Max Flow Rate
Freon-12 35 SCCM 36.1 SCCM
Oxygen 100 SCCM 131  SCCM
Helium 290.8 SCCM 246.2 SCCM
Argon 145 SCCM 99.3 SCCM

figure 4. Old and new maximum flow rates for RIE gases in both chambers.

Clock Pulse ——

S :)D_,— Q
D=

figure 5. An S/R (set/reset) flip-flop with inputs S and R, and outputs Q and not(Q).
The flip-flop will change states only when there is a clock pulse, and will
hold that state indefinitely.



linearity of the mass flow controllers by providing the RIE user with an accurate

knowledge of the flow rate at whatever flow percentage is desired.

V. Electrical Circuit Design

After completing the calibration of the RIE, I concentrated on electrical circuit
design and analysis. I spent an initial week studying basic circuit components, such
as resistors, capacitors, and transistors. I then breadboarded an S/R flip-flop, shown
in figure 5. This served as an introduction to the study of combinatorial logic, which
combines both sequential logic, such as binary adders, and state machines, which use
flip flops. Once I had a good understanding of combinatorial logic, I put it into
practice with the design of a traffic light controller. The controller is designed to
drive 7 lights: 3 on a side street, 3 on a main street, and a turn signal from the main
street to the side street. There are two inputs: a reset switch, which sets the main
street light to green and the side street to red, and a car sensor switch which tells the
controller when there is a car on the side street. The state diagram (figure 6) is
designed so that the main street light will always be green until there is a car on the
side street. When a car does come, the controller will then automatically cycle
through all the lights. After designing the state diagram, I created the Karnaugh
maps for the input to each of the flip flops. A Kamaugh map (figure 7) is a tool used
to simplify the logic. A 1 is placed wherever the input will be true; a 0 is placed
where it will be false. Any grouping of 1s indicate a redundancy. Thus, it is possible
to reduce large boolean equations to a simpler form without going through the
gyrations of boolean alegbra. After I derived all the equations for the flip flops and
the output lights, I drew the circuit schematic. To ascertain the circuit's
functionality, I wrote a pascal program that would build a truth table for a circuit,
given the circuit equations. 1 also breadboarded the circuit. Unfortunately, the
breadboarded circuit did not work. However, when we manually analyzed the circuit,
it did work. Therefore, we believe that faulty components were the cause of the

circuit's failure.




00/01/10/11

figure 6. State diagram of traffic light controller. The numbers beside the arrows show
when the controller changes to a different state. The first number represents
the car sensor; the second number, the reset switch.

D3
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 1 1 0 0 0 0

figure 7. AKarnaugh map for D,, the D-flip-flop that puts out y,. With the help of the
3 3
map, the equation reduces to y3 = not(R) AND not (yl).
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VI. Conclusion

This summer, I performed a calibration of the Mass Flow Controllers in the RIE
system and I designed and tested a combinatorial logic circuit. The new data obtained
from the MFC calibration should be of help to researchers. The tests revealed that the
MFCs were not providing the proper gas flow. However, the graphs and data collected
allow researchers to compensate for that by correctly correlating the gas flow with
the percentage setting of gas flow on the machine. This provides an extremely cost-
effective way to insure reproducible etches. I learned how to design and create logic
circuits capable of performing various tasks. I then utilized this knowlege to design
a traffic light controller. While I was unable to build a working model, a hand check
of the circuit diagram showed that it did work. Moreover, I gained a better

understanding of the circuit design process.
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STUDYING THE TRANSMISSION CURVE OF KTP

Jennifer A. Foley
High School Apprentice
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Wright Laboratory, Wright Patterson Air Force Base

Abstract

The characteristics of the nonlinear crystal KTP were studied primarily
using the Nicolet FT-IR. The Perkin Elmer Lambda 9 was also used, though, to
measure the transmission of KTP. These instruments measure the transmission
of specific wavelengths through a substance. This study lead to the testing
of different techniques for using the Nicolet and the Perkin Elmer. During an
experiment, certain aspects, such as the amount of time the compartment had
been purged, were altered to see how the measurement was affected. By
attempting different methods, it is believed that the best possible results
were found for studying the crystals. Once this was done, the true transmis-
sion of a 10mm long crystal was determined. This was accomplished by subtrac-
ting out losses in transmission due to Fresnel reflection and absorption of
water vapor and carbon dioxide. An equation was also developed to predict the
true transmission of a KTP crystal despite its length. Data from the trans-
mission of two other crystals, 7mm and 13mm in length, were used for predic-
ting the transmission of a 10mm long crystal. The predicted and actual

transmission curves show excellent agreement.




STUDYING THE TRANSMISSION CURVE OF KTP

Jennifer A. Foley

Introduction
The first task undertaken was to find the true transmission curve of
Potassium Titanyl Phosphate, KTiOPO, (KTP). This was to be done by subtrac-

ting any absorption due to water vapor or carbon dioxide and any Fresnel
reflection. While attempting this, it was observed that changes occurred in
the transmission depending on the existing conditions in the spectrometer
compartment. For example, the longer the compartment was purged, the fewer
absorption peaks due to water vapor and carbon dioxide occurred. Also, the
amount of transmission was highly dependent on how the crystal was located in
relation to the beam. Therefore, in order to obtain the best possible
measurement, setting the instruments correctly was first studied. It was
noted while studying transmissions of different crystals that the amount of
transmittance was dependent upon the path length of the crystal. Using a 10mm
crystal as the standard, a 7mm crystal acted as a basis to predict the
transmission of a 10mm crystal. The same was also done using a 13mm crystal.

Apparatus
The Nicolet Fourier Transform Infrared (FT-IR) spectrometer was used

primarily for the study. Before a measurement can be taken, the beam splitter
must first be aligned to maximize throughput. Then, any apparatus needed to:
take the measurement must be placed in the compartment. After this, a
nitrogen purge is turned on to push out any elements in the atmosphere that
may affect the measurement, such as carbon dioxide and water vapor. Testing
was first done to find the correct amount of time needed for purging. This
was accomplished by taking transmission scans of an empty compartment after it
had been purged for different amounts of time. It was discovered by measuring
the depth of the spike at 4.3 microns that it was reduced the most after
twenty or twenty-five minutes of purging (Figure 3).

Once the compartment has been purged for approximately twenty minutes a
background scan is run. This accounts for any substances in the compartment.
It then subtracts these from the measurement so that only the sample being
tested is part of the resulting curve. (The purge may be left on even during
a measurement.) After the background, the sample to be measured should be
placed normal to the beam. Because the compartment has been opened to place
the crystal inside, it is best to let the system purge for about ten minutes
before taking the measurement. Numerous measurements, or scans, may be taken
until the majority of water vapor and carbon dioxide peaks are gone. This is
just an indication of how well the compartment has been purged and has no

9-3




bearing on the signature curve of the material.

The Perkin Elmer Lambda 9, another spectrometer that was used for
measuring the transmission of KTP, must also be purged before a measurement is
taken, but only for about five minutes. To ensure that the amount of purging
is correct, a scan of the empty compartment might be made. Once everything is
ready, the sample should be placed in the compartment and a measurement should
be taken.

The Nicolet measures the wavelength region between 1.35 and 28.57
microns. Scans taken at th: extreme ends of this region may not be accurate,
though, because of the stre:: on the detectors. The Perkin Elmer measures a

range of 0.185 to 3.2 microns.

Methodology

The transmission of a KTP crystal measuring 10x10x10mm® was first
measured in the Nicolet over a range of 1.35 to 28.57 microns. A measurement
was then made using the Perkin Elmer in the 0.185 to 3.2 micron region.
Transferring this data to SigmaPlot, a software package used for graphing
data, the corresponding regions were able to be graphed to ensure the accuracy
of the measurements. This graph is displayed in Figure B.

Once this had been established, two other KTP crystals of varied lengths
were obtained so that they might also be tested (Figure C). Data points from
these were loaded into SigmaPlot where a math transform was performed. Using
the equation R=[(n,,-n,,)/ (n,+n,.) 1%, the amount of Fresnel reflection (R) was
calculated. The index of refraction for air was used as n,, but because KTP
is a nonlinear crystal, the index of refraction is different for each axis and
for each wavelength. Values for 1.4 and 4.0 microns for the same axis were
placed into the equation for ng,.

The values calculated for R were placed in the equation T=(1-R), where T
represents the transmission of the crystal. The values obtained for T were
then squared to account for the two surfaces of the crystal through which the
light must pass. Transmission at 1.4 microns was calculated to be eighty-
eight percent, while transmission at 4.0 microns was calculated to be eighty-
six percent. Therefore, the average value of both transmissions was about
eighty-seven percent. Looking at the graph that was plotted of the original
transmissions and assuming that the region between 2.0 and 2.75 microns
contains no absorption, it is observed that the transmission with the Fresnel
losses is about eighty-three percent (Figure C). Essentially this would mean
that the transmission in this wavelength region is one hundred percent when
correction has been made for Fresnel losses. The assumption that there is
only reflection and no absorption in this region is based on the graph that
plots alpha, the absorption coefficient, versus wavelength (Figure D). The
graph shows that there is very little absorption occurring between 2.0 and
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2.75 microns. Therefore, any loss of transmission is due to reflection and
scattering. It was decided best to use eighty-three percent because it was an
amount that was actually measured, not just calculated, and because it takes
into account some loss of transmission due to scattering.

The value T was then placed into the equation T,=Te™r in which the
absorption coefficient, @, was solved for using a known transmission, T,, and
length of the crystal, 1,. The absorption coefficient was then placed into
the equation T5=Te*% to find the predicted transmission of a crystal with a
specific path. This predicted value corrects for any Fresnel losses. For a
predicted transmission which does not correct for Fresnel losses, the same
equation may be used but the value T is not placed into the equation. It must
be noted that the absorption coefficient which is used for the prediction is
only a constant at the wavelength at which it was calculated, but it may be
used with a crystal of any length path. In this experiment, two different
crystals, one 7mm long and the other 13mm long, were used as bases for
predictions. The predicted transmissions were for a crystal with a 10mm path.
The actual transmission of a KTP crystal with a 10mm path was then compared
with the predictions (Figure E).

To find the transmission curve for a KTP crystal of 10mm in length with
correction for Fresnel losses and absorption of carbon dioxide and water
vapor, the compartment of the Nicolet FT-IR was first purged with nitrogen to
clear the atmosphere. Once a background was taken, any absorption by carbon
dioxide and water vapor were subtracted from the measurement by the computer.
Assuming that no absorption occurred between 2.0 and 2.75 microns, the amount
of transmission should be one hundred percent because any loss is due to
Fresnel reflection. At this point, the amount of transmission should be
divided by eighty-three percent to obtain a true transmission curve for the

given crystal (Figure F).

Results

Measuring transmission without absorption due to carbon dioxide and
water vapor was very successful. Transmission curves were made of these
substances (Figures G and H) and the signatures of neither were found in the
KTP curves. The approximate amount of time necessary for purging the compart-
ment was also found (Figure A). The corresponding absorption coefficients for
any given wavelength were very similar between the 7mm, the 10mm, and the 13mm
crystal (Figure D). This verifies that alpha is a constant for each wave-
length and is not dependent on the length of the crystal. The value T, used
to correct for Fresnel reflection, was also accurate due to its similarity to
the calculated value. The predictions for a 10mm crystal based on the 7mm and
the 13mm crystal were highly accurate (Figure E).




Conclusion

The results of this experiment are important because the equations used,
primarily T,=Te ®p and R=[(n;,-n..)/(n;,+n,.) 1% can be used to calculate the ab-
sorption coefficient for a specific wavelength, to calculate the amount of
Fresnel reflection, or to predict the transmission of a crystal with a
different length than the one that was measured. These equations can be
applied to any material and to any wavelength. Attention was focused on KTP
and the 2.0 to 5.0 micron region because of their importance for midinfrared
lasers, one of the primary research interests of the Air Force. Knowing the
true transmission will aid in discovering if other elements are affecting the
transmission of a substance. By being able to predict transmission, it will
be easier to decide what size crystal of the material is needed to achieve the
desired transmission without actually having to measure many different

crystals.
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